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1     Introduction 

Beaches erode and accrete in response to varying waves, water levels, and 
currents in the nearshore zone.  During storms, catastrophic beach and dune 
erosion can occur in a matter of hours, resulting in significant shoreline 
recession and damage to property and upland resources.  Consequently, 
protection of upland infrastructure against storm erosion, flooding, and wave 
attack is a primary concern in the field of coastal engineering.  Beach 
nourishment has become a preferred method of providing such protection, and 
many beach-fill projects have been designed and constructed in the past 
several years.  Effective design of beach fills for shore protection requires an 
understanding of and the capability to predict sediment transport processes that 
control beach response to storms.  Numerical modeling of beach evolution is a 
powerful technique that can be applied to assist in project design.  Numerical 
models provide a framework for predicting project response, objectively 
evaluating design alternatives, and analyzing data to develop an understanding 
of coastal processes.  The Storm-induced BE Ach CHange (SBEACH) 
numerical model has been developed as an engineering tool for simulating 
beach profile evolution in response to storms. 

This report is fourth in a series describing development of the SBEACH 
model.  The first report in the SBEACH series (Larson and Kraus 1989a) 
describes initial model development including formulation of the approach, 
empirical foundation of the model, and initial tests and verification with large- 
scale laboratory data and limited field data.  The second report (Larson, 
Kraus, and Byrnes 1990) describes the numerical solution procedure and 
includes model verification and sensitivity tests using field data and 
hypothetical cases.  Model capabilities and limitations are also discussed.  The 
third report (Rosati et al. 1993) serves as the User's Manual and provides 
guidance for model application.  The User's Manual discusses model 
input/output, interface operation, and model calibration.  A set of tutorial 
exercises is included to give step-by-step instruction in model operation.  The 
objective of the present report is to describe recent model enhancements that 
have been developed to improve calculation of sediment transport under 
random waves.  Also, a comprehensive evaluation of model capabilities in 
predicting beach and dune erosion is presented using high-quality laboratory 
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and field data of beach profile change.  A brief overview of the SBEACH 
model is provided below as background for the present study. 

Overview of SBEACH 

SBEACH is an empirically based numerical model for simulating two- 
dimensional cross-shore beach change.  The model was initially formulated 
using data from prototype-scale laboratory experiments and further developed 
and verified based on field measurements (Larson and Kraus 1989a; Larson, 
Kraus, and Byrnes 1990) and sensitivity testing (Larson and Kraus 1989b, 
1991).  SBEACH calculates mesoscale beach profile change (Larson and 
Kraus 1994,1995) with emphasis on beach and dune erosion and bar formation 
and movement.  The model is intended for predicting short-term profile 
response to storms. 

A fundamental assumption of the SBEACH model is that profile change is 
produced solely by cross-shore processes, resulting in a redistribution of 
sediment across the profile with no net gain or loss of material.  Longshore 
processes are considered to be uniform and neglected in calculating profile 
change.   This assumption is expected to be valid for short-term storm-induced 
profile response on open coasts away from tidal inlets and coastal structures. 
In calculating beach profile change, the model assumes that cross-shore 
sediment transport is produced by breaking waves and changes in water level. 
SBEACH includes an internal wave model which calculates the cross-shore 
variation in wave height and water level setup across the beach profile.    With 
information from the wave model, cross-shore sediment transport rates are 
calculated using relationships derived from empirical analysis of laboratory 
and field data of beach profile change.  The wave model and sediment 
transport relationships previously used in SBEACH were developed based on 
monochromatic waves.  In the present version of the SBEACH model, wave 
transformation and sediment transport rates are calculated using random wave 
properties to improve prediction of profile change in field applications. 

SBEACH requires data typically available in engineering studies to 
calculate beach profile response.  For project applications, primary input to 
SBEACH includes time histories of wave height, wave period, and total water 
elevation (tide and surge); pre- and post-storm beach profile survey data; and 
median sediment grain size.  Optionally, wave direction and wind speed and 
direction can also be specified.  Sampling intervals of input wave and water 
level time histories usually range from 1 to 4 hr.  Input required for model 
configuration includes parameters such as grid size, time-step, and transport 
rate coefficient.  Typical values of model grid size and time-step are 3 m and 
5 min, respectively.  The model operates through a user interface which 
facilitates data input, model execution, and analysis of model results. 
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A principal application of SBEACH is in the design of beach fills. 
SBEACH is used to calculate beach profile response of alternative design 
configurations to storms of varying intensity. Model predictions of beach 
erosion are used to estimate with- and without-project storm damages over the 
project design life.  In the design process, storm erosion, flooding, and wave 
damage estimates are utilized in economic analyses to compare total project 
costs and total project benefits (including storm damage reduction benefits) for 
each design alternative.  The design alternative which maximizes net project 
benefits is typically selected. Thus, accurate model prediction of beach and 
dune erosion in response to storms is important in defining and optimizing 
both the physical performance and economic feasibility of beach-fill projects. 
In the present study, predictive capabilities of SBEACH are evaluated using 
field data to provide a level of confidence in model results for project 
applications. 

Scope of Report 

Chapter 1 provides an introduction and brief overview of the SBEACH 
model.  Chapter 2 describes the development and implementation of the 
random wave model included in SBEACH.  Chapter 3 discusses the 
formulation of sediment transport relationships for random waves and 
describes a dune overwash algorithm that has been developed to improve 
prediction of dune erosion during extreme events.  In Chapter 4, SBEACH is 
applied using large-scale laboratory data from the SUPERTANK project 
(Kraus and Smith 1994) to evaluate model predictions for various wave and 
water level conditions and beach configurations.  Chapter 5 includes case 
studies of beach and dune erosion for several sites and storm conditions to 
evaluate model predictions in the field.  Chapter 6 provides concluding 
observations from the study. 

Simulation results for SUPERTANK case studies and for field case studies 
are presented in Appendixes A and B, respectively. Appendix C provides the 
notation for signs and symbols used in this report. 
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2    Random Wave Model 

An important factor influencing beach profile change is the degree of 
randomness in the incident wave field.  Monochromatic waves are character- 
ized by a single offshore wave height and period.  As individual waves in a 
monochromatic wave field propagate shoreward, they break at a common 
point on the profile corresponding to the breaking depth.  Such uniform 
breaking conditions produce a pronounced bar and trough on the beach 
profile.  In contrast, a random wave field consists of individual waves with 
different height and period that break at varying locations across the profile. 
The more evenly distributed forcing of random waves tends to produce a 
profile with less pronounced morphological features as compared to 
monochromatic waves (Larson and Kraus 1994).  Also, in a random wave 
field, individual waves that are potentially constructive or destructive to the 
beach may exist simultaneously, which make it more difficult to assess the net 
effect on the profile evolution. 

The effect of randomness on beach profile change is particularly important 
in the field, where seas are characterized by random waves.  Previously, the 
SBEACH profile change model utilized a monochromatic wave model to 
represent random wave processes.  This approach provided reasonable results 
as a first approximation.  However, in order to achieve a more realistic 
description of beach profile change under random waves, a random wave 
model is required.  This chapter presents the random wave model (Larson 
1995) that has been implemented in SBEACH. 

Modeling Approach and Assumptions 

Several models have been proposed for describing wave decay in the surf 
zone, differing mainly in the formulation of the energy dissipation due to 
breaking and whether they were developed for monochromatic or random 
waves (Battjes and Janssen 1978; Thornton and Guza 1983; Svendsen 1984; 
Dally, Dean, and Dalrymple 1985).  The models for random waves transform 
a representative statistical wave height across shore, typically the root-mean- 
square (rms) wave height, and require some assumptions to be made about the 
probability distribution function (pdf) for the waves in the surf zone.  Another 
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class of models include those that were originally based on the study of 
monochromatic waves and have been modified to simulate transformation of 
random waves by using a wave-by-wave approach or Monte Carlo simulation 
technique (Dally 1990, 1992; Larson and Kraus 1992).  The Monte Carlo 
simulation technique involves transforming many individual wave components 
from a random wave distribution, and determining the wave characteristics 
across the surf zone by superposition of the individual wave components. 
This technique has been verified with high-quality field data and has the 
inherent advantage of not requiring an assumption about the shape of the pdf 
in the surf zone.  However, Monte Carlo simulations require transforming a 
large number of individual waves or representative wave components to 
achieve a reliable estimate of wave statistics in the surf zone.  This approach 
is not well suited for time-dependent beach erosion models such as SBEACH, 
because of the extensive number of wave calculations that would be required 
at each model time-step. 

Similar to the Monte Carlo simulation technique, the present random wave 
model assumes that wave properties at any point across the profile may be 
obtained by individually transforming a large number of waves and adding the 
effects of each single wave component.  However, the present model is 
formulated using statistical relationships such that transformation of only a 
single representative wave height is required.  As the representative wave 
height is transformed across shore, the fractions of broken, unbroken, and 
reformed waves are determined and used in the calculation to represent 
random wave properties.  This formulation provides for a realistic description 
of random waves while at the same time requiring only a single wave 
transformation.  Given the same incident wave conditions, this semi-analytic 
model reproduces macroscale features of wave height transformation across 
the surf zone, including breaking and reformation, in agreement with the 
Monte Carlo approach that involves transformation of many individual waves 
(Larson 1995). 

The model assumes that a random wave field is characterized at some point 
offshore by a pdf for the wave height, a peak spectral wave period, and a 
mean incident wave angle.  Thus, it is assumed that the sea is narrow-banded 
in frequency and direction, and that the randomness of the sea enters only 
through the chosen pdf for the wave height.  The offshore point where the 
wave height pdf is defined is assumed to be at a depth where wave breaking is 
negligible. 

Theoretical Development 

Wave height distribution 

Seaward of the surf zone, where no wave breaking occurs, the variation in 
wave height is assumed to follow a Rayleigh distribution (Longuet-Higgins 
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1952).  The probability density function for the Rayleigh distribution is given 
in terms of the rms wave height H^ according to 

p(H)dH 2H_ 

H2 

"UJ dH (1) 

where p(H) is the probability density of a given wave height H.  The inte- 
grated form of Equation 1 gives the distribution function 

-(H <2) 
F(H) = 1 - e \ -' 

where F(H) denotes the probability that a given wave has a height below a 
certain value H.  Figure 1 displays a plot of the probability density and distri- 
bution function for a Rayleigh distribution, with the wave height normalized 
by Hm. 

For a wave field with a total number of waves N, the rms wave height at a 
given location on the profile is defined by 

(3) 
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Figure 1.   Probability density and distribution function for a Rayleigh 
distribution 
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where Ht is the height of the r-th individual wave.  Seaward of wave breaking, 
all individual waves in a Rayleigh-distributed wave field are described by 
Equation 1, given a value of ffm.  However, as the waves propagate onshore, 
the higher waves experience depth-limited breaking, and a Rayleigh distribu- 
tion is less suited for characterizing the random variation in wave height.  In 
order to account for changes in wave height distribution produced by breaking 
waves, Equation 3 is expressed as 

N 1  n(x) m(x) 

H2  = Ay H2 = -Y H2 + Ay H2 (4) rms      Nft    '       NU    '       NU    ' 

where n is the number of nonbroken waves and m is the number of broken 
waves at a given location x on the profile.  In Equation 4, H^ is the rms 
wave height for both broken and nonbroken waves.1  The number of broken 
and nonbroken waves {m + n) at each location on the profile is equal to the 
total number of waves N in the wave field (i.e., the number of waves is 
conserved across the profile). 

The fraction of broken waves is defined as a = mIN, and the fraction of 
nonbroken waves is given by nIN = (N - m)IN = I - a.  The following 
definitions are introduced 

Hl-'-^H2 (5) nl 
m(x) 

»I--1!;*? (6) 
m i=1 

where Hn and Hm are the rms wave heights for nonbroken and broken waves, 
respectively.  Using a together with Equations 5 and 6, Equation 4 is 
expressed in the form 

H2
rms = (1 - a) H2 + a H2

m (7) 

In the general case, nonbroken waves consist both of unbroken waves and 
waves that were broken but have re-formed at some seaward point.  To 
account for wave re-formation, the number of unbroken waves at a specific 
location x is defined as u and the number of re-formed waves is defined as r, 
with the number of nonbroken waves given as n = u + r.  The total number 
of waves remains constant at N = u + r + m.   Using these definitions, 
Equation 4 is modified to yield 

The following terminology is employed in this report regarding wave breaking: unbroken 
refers to waves that have never broken, whereas nonbroken waves include both unbroken and 
re-formed waves. 
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Hrms 

u(x) . r(x) t m(x) 

1TH? + iv//,2 + ±TH? (8) 
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Defining the fraction of unbroken and reformed waves as ß = ulN and 
ji = rIN, respectively, Equation 8 may be written 

HL = ß#« + vti + aHl (9) 

where Hu and Hr are the rms wave heights for unbroken and re-formed waves, 
respectively.  It is noted that, by definition, the sum of unbroken, re-formed, 
and broken wave fractions (ß + \t. + a) is equal to 1.  Using Equation 9, all 
waves are described throughout the surf zone in terms of an rms wave height. 

Governing equations and model formulation 

Dally, Dean, and Dalrymple (1985) proposed a model to describe wave 
decay in the surf zone assuming that energy dissipation due to wave breaking 
is proportional to the excess energy flux beyond a stable energy flux which is 
dependent on water depth.  The Dally model has been extensively verified for 
a variety of wave conditions, including laboratory and field situations and 
regular and irregular waves (Dally, Dean, and Dalrymple 1985; Ebersole 
1987; Larson and Kraus 1989a; Dally 1990, 1992; Larson and Kraus 1992). 
An appealing feature of the model is the demonstrated reliability of its empir- 
ical coefficient values, making the model quite robust and suitable for 
engineering application.  Also, the capability of the model to describe wave 
re-formation makes it useful in calculating cross-shore sediment transport and 
beach profile change for barred profiles. 

Daily's breaker decay model forms the basis of the monochromatic wave 
model originally included in SBEACH (Larson and Kraus 1989a).   To deter- 
mine profile change under random waves, the original version of SBEACH 
used the significant wave height Hs as a representative measure of incident 
wave conditions.  The wave height was treated as a regular wave and trans- 
formed across the profile using the monochromatic wave model to determine 
the cross-shore variation of wave energy dissipation, water level setup, and 
net sediment transport rates.  The basic theory used to develop the monochro- 
matic wave model is modified to include random waves as presented below. 

Assuming a Rayleigh distribution at some point offshore and representing 
this distribution with a collection of N waves, nonbroken waves are trans- 
formed according to 

— IF, cos0\ = 0 (10) 

and broken waves are transformed according to 
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d7<«**) = i(F*-F*) dx 
(11) 

where Ft is the energy flux for the i-th individual wave, 6 the mean incident 
wave angle, d the total water depth (d = h + T/; where h is the still-water 
depth and r? the wave setup), Fsl the stable wave energy flux, and K an empiri- 
cal energy decay parameter (set to 0.15).  The wave energy flux is expressed 
as 

>*?c. 
(12) 

in which p is the density of water, g the acceleration of gravity, and Cg the 
group speed defined by 

C°-2 

4nd 

1 + 

sinh 
Uizd 

(13) 

where L is the wavelength and C the wave phase speed.  The wave phase 
speed is determined through the dispersion relationship 

c = C0tanh(2^l 

where 

C = Ml 

(14) 

271 
(15) 

in which C0 is the wave phase speed in deep water and T is the peak wave 
period. 

The stable wave energy flux Fsl included in Equation 11 corresponds to a 
stable wave height Hst at which breaking ceases, where Hsl is expressed in 
terms of water depth according to 

H„. = Yd (16) 

in which Y is an empirical stable wave height coefficient (set to 0.4).  Thus, 
Fsl is expressed as 

±pg(Yd)2Cg 
8 * 

(17) 

Using Equations 12 and 17, and dividing by l/8pg, Equations 10 and 11 are 
expressed as 

— [H?C „cose) = o 
dxX  '   s 

(18) 
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J-^cose) = ±(H?Cg - r^2cj (19) 

Summing Equations 18 and 19 separately for all waves at a specific loca- 
tion x gives 

E 4KC,COS0)= ° 
j-1  ^ 

mW 

(20) 

m(x) 

Equations 20 and 21 are combined to yield 

£  ~(HfCgcosQ) = £   ^(*?C, - I«d2Cf) (22) 

where iV = n + m is used on the left side of the equation. 

Since N is a constant and Cg and d are functions of x only, Equation 22 
may be rearranged to yield 

d 
N 
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Each term in Equation 23 is divided by N which gives 
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(24) 

where it was noted that the last sum in Equation 23 is equal to m.  Utilizing 
the definitions of rms wave height given in Equations 3 and 6, Equation 24 
can be expressed as 

(HLC.CO*) = ±Cg(aHl - aT*d*) l^^coso, = d 
(25) 

where a is the fraction of broken waves, as before, given by a = mIN. 
Equation 7 is rearranged to obtain the following expression 

I2 
a Hi = HL. - (1 " «) K 

(26) 

which is substituted into Equation 25 to yield 

±(HLCgcoSB) - ±{HLCg - (l-a)H2
nCg - alWj (27) 

Introducing the rms energy flux and a definition of the stable energy flux 
for irregular waves, Equation 27 can be written in a form equivalent to 
Equation 11 
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where 

12 

F
rms = \98H2

rmsCg (29) 

Fstab = ±pg{(l-a)H2
n + aI*d2}Cg (30) 

If all waves are broken (i.e., a = 1, and Hn = 0) Equation 27 reduces to the 
original breaker decay model proposed by Dally, Dean, and Dalrymple 
(1985). 

Equation 27 can be solved for H^ by employing a numerical finite differ- 
ence technique.  To solve the equation, the rms of the nonbroken waves Hn 

must be specified at each point across shore together with the fraction of 
broken waves a.  This specification is straightforward for a beach profile with 
depth that increases monotonically with distance offshore; however, for a non- 
monotonic beach profile, such as a barred profile, an empirical closure 
relationship must be added to model wave re-formation.  In the following two 
sections, the irregular breaker decay model represented by Equation 27 will be 
developed first for a monotonic profile and then for a non-monotonic profile. 
For the latter case, an empirical equation is introduced to describe wave 
re-formation. 

Wave decay over a monotonic profile 

For a beach profile with depth that increases monotonically with distance 
offshore, a and H„ may be computed directly with the assumption that a 
Rayleigh distribution is valid at some point seaward of the surf zone where 
wave breaking is negligible.  In this case, the Rayleigh pdf is transformed 
from the offshore point to the point of interest and truncated at a wave height 
corresponding to the local incipient breaking wave height.   A monotonic 
profile will never allow wave re-formation, and the fraction of broken waves 
will increase monotonically as the waves propagate onshore.  Thus, the 
number of unbroken and nonbroken waves will be equal at each point across 
the surf zone. 

Shoaling a Rayleigh pdf from an offshore point xoff to a point x closer to 
shore, neglecting wave breaking, yields the following relationship between the 
rms wave heights at the two locations 

o      C„~ COS0 ~   , H]   =   -^ offH2 (31) 

cg  cose   off v  ' 
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where H is the rms wave height ignoring wave breaking, and the subscripts x 
and off refer to the respective locations. As previously discussed, it is 
assumed that wave breaking is negligible at xoff.   At some inshore point x 
where wave breaking becomes significant, Equation 31 will predict an 
unrealistically high rms wave height.  Therefore, energy dissipation due to 
wave breaking and associated wave height decay are included in the wave 
transformation calculations as follows. 

Assuming that individual waves break when a fixed ratio between wave 
height and water depth yb = 0.78 is exceeded, the fraction of broken waves at 
x may be determined from the Rayleigh distribution according to (compare 
Equation 2) 

■ß I^)2 (32) 

where d is the water depth and Hx is the rms wave height at x neglecting wave 
breaking.  The rms wave height for unbroken waves Hn may be derived by 
integrating the truncated Rayleigh pdf 

f H2p(H)dH 

H2
n = -?  (33) 

Y*<* 

[p(H)dH 
o 

where p(H) is the Rayleigh pdf given by Equation 1.  Substituting Equation 1 
into Equation 33 and solving yields 

H, 2 1 \„1 
1 - a 

[Hi - a (Hi + yl d>)\ (34) 

Using Equation 34 to replace Hn in Equation 27 produces the following 
equation valid for a monotonic beach 

|(ifLCgcos0) = ±{HLCg - (1 - a)HlCg + ad^l - I«)cJ    (35) 

The rms wave height H^ is the only unknown in Equation 35, whereas Hx 

and a are calculated explicitly at each point across shore from Equations 31 
and 32, respectively. 

Wave decay over a non-monotonic profile 

If the profile depth does not increase monotonically with distance offshore, 
such as along a barred beach profile, H„ and a in Equation 27 cannot be 
calculated directly from the Rayleigh pdf.  A predictive equation is needed to 
determine the number of waves that re-form along negatively sloping sections 
of the beach.  Given an equation for calculating the fraction of waves 
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re-forming at a specific location, the reformed wave height can be estimated 
based on the stable wave energy flux given by Equation 16 and transformed as 
a nonbroken wave until it reaches a smaller depth and breaks again.  Such an 
equation is developed and included in the following formulation. 

As before, the random wave model given by Equations 28-30 is solved to 
yield H^; however, since in this case H^ represents unbroken, re-formed, 
and broken waves, writing Fslab in a slightly different form is more con- 
venient.  Using Equation 9 rather than Equation 7 in the derivation of 
Equation 28, Fslab may be expressed as 

^ = ^p^2 + ^2 + «^2K (36) 

Thus, before H^ is calculated, the fractions of unbroken and re-formed waves 
(ß and /x), as well as the respective rms wave heights (Hu and Hr), must be 
predicted.  It is noted that the fraction of broken waves a is given by the 
relation a = 1 - ß - \x. 

When a negative slope is encountered, wave re-formation occurs and \J, 

increases.  The fraction of unbroken waves remains fixed and is determined 
from Equation 32 by using properties at the smallest depth dsm seaward of the 
studied point (truncation of the Rayleigh pdf).  The rms wave height for the 
unbroken waves Hu is calculated by integrating the truncated Rayleigh pdf to 
yield 

(37) Hi- 
1 

'  P 
Hl   ~   asn> 

( 

H2
X + 

Y^i^mcos6smj 
C cos0 

where 

/Y^Jn\
2 

H-, (38) 

and Hx is given by Equation 31.  The subscript sm refers to the point xsm 

having the smallest depth seaward of the studied point.  The fraction of 
unbroken waves ß at any point on the profile is given by 

P = 1 " «™ (39) 

Several different formulations of a predictive equation for determining the 
amount of waves that reform along negative slopes were investigated, and the 
following equation was chosen to model the effect of wave re-formation 

( F_. - F. 

where 

= a„ 
stab 

F \    rms,o stab.o) 

»o 

(40) 

(41) 
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The parameter X is an empirical wave re-formation coefficient and the sub- 
script o refers to the point x0 where wave re-formation starts.  Equation 40 is 
valid for F^ greater than Fslab and implies that all waves that are broken at x0 

re-form as F„„ approaches Fs[ab.  When F^ falls below Fstab, energy dissipa- 
tion ceases and no broken waves exist.  In Equation 41, ^ is the fraction of 
re-formed waves at x0 which exist from a re-formation point further offshore 
{fi0 = 0 at the seaward-most re-formation point).  Thus, multiple points of 
wave re-formation (i.e., multiple bars) can be treated using Equation 40.  The 
parameter X included in Equation 40 controls how rapidly wave re-formation 
occurs along negatively sloping sections of the beach, where a large X pro- 
duces more rapid wave re-formation.  Through comparision with data and 
sensitivity testing (Larson 1995), a value of X = 0.5 was found to yield 
reasonable results, and this value is used in the present model. 

To calculate the rms height of the re-formed waves Hn an empirical pdf 
for re-formed waves is constructed by calculating the fraction of waves that 
re-form at each point using Equation 40 and calculating the associated wave 
height using Equation 16.  The pdf is transformed as the waves propagate 
onshore and Hr is determined at each point across the profile from the pdf. 
As the reformed waves experience shoaling again, they will eventually break, 
and this is described in the model by truncating the pdf for the re-formed 
waves at ybd (waves with heights above this threshold become broken waves 
again).  It is noted that the equations developed for a non-monotonic profile 
reduce to those for a monotonic profile when no wave re-formation occurs 
(i.e., ii = 0). 

Wave Model Validation 

Detailed testing and evaluation of the random wave model were performed 
by Larson (1995).  Two cases included in the study are presented here to 
illustrate model capabilities in predicting random wave transformation over 
barred profiles.  The selected cases involve comparisons with laboratory data 
from the SUPERTANK project (Kraus, Smith, and Sollitt 1992) and field data 
from the DELILAH project (Smith, Larson, and Kraus 1993). 

The SUPERTANK project was conducted to investigate cross-shore hydro- 
dynamic and sediment transport processes using the large wave tank at Oregon 
State University, Corvallis, OR.  The project included measurement of 
random wave transformation across a barred sandy beach profile.  Figure 2 
displays the calculated and measured H^ together with the surveyed beach 
profile for run A0517A from the SUPERTANK project. This run involved 
incident random waves with an rms wave height of 0.57 m and a peak period 
of 3 sec.  The beach profile included a bar with a crest located at a water 
depth of about 0.6 m.  Although only the two shoreward-most gauges appear 
to have been influenced by wave breaking, the wave model reproduces the 
measured rms wave height decay, as shown in Figure 2. 
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Figure 2.  Calculated and measured rms wave height together with the 
beach profile for SUPERTANK run A0517A 

The DELILAH field data collection project was conducted in October 1990 
on the barred nearshore bathymetry at the U.S. Army Engineer Waterways 
Experiment Station, Coastal Engineering Research Center, Field Research 
Facility located at Duck, NC, facing the Atlantic Ocean on a sandy barrier 
island beach.  Data collection included offshore wave information (at a depth 
of 8 m) and measurements of wave transformation across the barred profile. 
Figure 3 displays calculation results for case 1000 from the DELILAH 
project.  Incident waves for this case had an rms height of about 0.71 m and a 
peak period of about 9.7 sec.  As shown in the figure, the random wave 
model well reproduces the measured rms wave height decay.  Also included in 
the figure are calculated results obtained using a complete Monte Carlo 
simulation approach involving transformation of 1,500 individual waves.  The 
random wave model predictions are virtually identical to those of the Monte 
Carlo approach, indicating that the single wave approach used in the random 
wave model provides equally good results as the computationally intensive 
wave-by-wave approach. 
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Model Implementation in SBEACH 

The SBEACH model was initially modified to include the random wave 
model described above and random wave sediment transport formulas (dis- 
cussed in Chapter 3).  The modified version of SBEACH was tested using 
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Figure 3. Calculated rms wave height for the random wave model and the 
Monte Carlo approach, together with measured wave height and 
beach profile for DELILAH case 1000 

beach profile change data from the SUPERTANK project (Larson 1994, 
1996).  Results from this evaluation indicated good agreement between model 
predictions and laboratory measurements of beach profile change.  In 
preliminary tests with field data sets, however, the model consistently under- 
estimated erosion.  It was reasoned that the unsatisfactory agreement with the 
field data was associated with using the rms wave height rather than the 
significant wave height in calculating energy flux and dissipation, water level 
setup, and sediment transport rates (the original version of SBEACH used 
significant wave height to compute these parameters for field applications). 

For a Rayleigh distribution of wave heights, the relation between signifi- 
cant wave height and the rms wave height is given by 

H. = 1.416 H (42) 

Given the same incident waves, the flux Fs associated with the significant 
wave height is approximately twice the rms flux F^ since wave energy flux is 
proportional to the square of the wave height.  Therefore, it is reasonable to 
conclude that applying rms flux in a sediment transport model originally 
developed and calibrated based on significant flux will generally result in 
underprediction of wave energy-related quantities.  In the field, such differ- 
ences are magnified due to large incident wave heights; whereas the 
differences become less apparent in the lab where wave heights are smaller. 
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To improve model results for field applications, the random wave model is 
modified to compute wave parameters based on significant energy flux of the 
incident waves as discussed below. 

The wave energy flux equation (Equation 28) is expressed in terms of the 
significant energy flux Fs according to 

—IF cos8\ 
dx{ s       I W ^ * stabs. 

where 

\9SHlCg 

(43) 

(44) 

For the general case of a non-monotonic profile, the stable wave energy flux 
(Equation 36) is modified to yield 

stabs ps[ß(/A)2 + »m? + «r^K (45) 

The parameters ß, n, a, Hu, and Hr are calculated as before, and the factor fs 

is included to convert from rms wave height to significant wave height for 
unbroken waves and re-formed waves.  Here it is assumed that the pdf of the 
reformed waves is similar in shape to the pdf of the unbroken waves so that a 
single conversion factor can be used.  The stable energy flux for broken 
waves (last term in Equation 45) is not multiplied by a conversion factor 
because it is defined uniquely based on local water depth and is not a function 
of the wave height distribution. 

Seaward of wave breaking, the factor fs is equal to the ratio of significant 
wave height to rms wave height for the entire Rayleigh distribution and is 
given byfs = 1.416 (see Equation 42).  In the surf zone where some fraction 
of waves are breaking, /, can be estimated from the truncated Rayleigh dis- 
tribution which describes the fraction of unbroken waves.  The value of fs in 
the surf zone is derived as follows. 

At a given point on the profile, the fraction of unbroken waves is 
expressed in terms of the breaking wave height Hb and the rms wave height of 
the entire Rayleigh distribution assuming no wave breaking Hx 

ß = 1 _ ~W (46) 

The rms wave height of the unbroken waves Hu is expressed in terms of ß, 
Hb, and Hx (compare Equation 34) 

"        P 

/ 

1 - (1 - P) 1 + 

»I, 
H. (47) 
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From Equation 2, the threshold wave height Ht that is greater than 2/3 of the 
unbroken waves is calculated as 

Ht = inll-fl °5
H (48) 

X 

The average of the highest 1/3 of the unbroken waves (i.e., the significant 
wave height for unbroken waves HJ is derived from the following equation 

H.. 

fHp(H)dH 

Hi  (49) 

[p(H)dH 

where p(H) is given by Equation 1. The integral in the numerator of 
Equation 49 must be solved numerically since no analytical solution exists. 
The integral in the denominator represents the fraction of total waves having a 
height between Ht and Hb and is equal to 0/3.  Employing Equations 47 and 
49,/j is determined according to 

f = ^ (50) 

Figure 4 displays a plot of/, as a function of the breaking wave height Hb nor- 
malized by Hx.  Also shown in Figure 4 are plots of the fraction of unbroken 
waves |S and the normalized significant wave height for unbroken waves H^. 
For large values oiHbIHx (corresponding to large depths), ß approaches 1.0 
indicating that few waves are broken, and/, approaches 1.416 corresponding 
to the value for the full Rayleigh distribution.  As Hb/Hx decreases, both ß and 
Hm approach zero as all waves become broken.  The curve fs(HbIHx) shown in 
Figure 4 is stored as a data array in the random wave model and is used to 
compute the significant wave height for unbroken and re-formed waves at 
each point across the profile. 

Calculation of Wave-Related Parameters 

The random wave model in SBEACH solves the conservation of wave 
energy flux equation (as given by Equations 43-45) to compute wave height 
decay across the surf zone.  Wave- and wind-induced water level setup are 
included in the calculation by solving the cross-shore momentum equation 
given by 

pgd^- = -^f - CDpa\W\WcoS<p (51> 
ax ax 
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Figure 4.   Plot of significant wave conversion factor, fraction of unbroken 
waves, and significant unbroken wave height as functions of 
breaking wave height 

where i\ is the water level displacement, S^ the cross-shore component of 
radiation stress, CD the wind drag coefficient, pa the density of air, Wthe 
wind velocity, and <p the wind direction.  The radiation stress S^ is given by 
linear wave theory as 

sxx =  gPS^2 -^(cos2 8 + 1) - - 
Cv '      2 

(52) 

where Hs is determined across the profile using the random wave model.  The 
wind drag coefficient is calculated based on an expression developed by the 
WAMDI Group (1988) 

c (W) = 1.2875 10~3, \W\ < 7.5m/sec 
DK (0.8 + 0.065|^) 10"3,   \W\ z 7.5m/sec 

(53) 

If wind data are not available, wind speed is set to zero and the setup calcula- 
tion is performed using radiation stress only. 

Energy dissipation due to breaking waves D, which is used in SBEACH to 
compute cross-shore sand transport rates, is given by 
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D = lJ:m cos 0) (54) 
d dx y s ' 

Using Equation 43, the following relationship for D is obtained 

D   =   J2(
F.~  Fs«>«) (55) 

The values of Fs and Fstabs are determined from the random wave model and D 
is calculated across the profile. 

Input data requirements of the random wave version of SBEACH are 
identical to those of the previous monochromatic version (see Rosati et al. 
1993).  Basic hydrodynamic input includes time series of significant wave 
height, peak wave period, and water level.  Optionally, wave angle and wind 
speed and direction can be also be specified.  Computations of random wave 
parameters are performed across the profile at each time-step based on input 
wave and water level information.  The resulting wave parameters are used to 
calculate sediment transport rates as discussed in the next chapter. 
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3    Cross-Shore Transport 
Under Random Waves 

The SBEACH profile change model utilizes a mesoscale approach to 
calculate sediment transport across the profile, where the direction and rate of 
sediment transport are expressed in terms of wave, profile, and sediment 
properties.  In the initial development of SBEACH, Larson and Kraus (1989a) 
investigated the cross-shore transport rate under monochromatic waves by 
inferring the transport rate distribution from consecutively measured beach 
profiles in large wave tank (LWT) experiments.  The profile was divided into 
different zones of cross-shore transport based on characteristics of the 
hydrodynamics across the profile (Miller 1976; Svendsen, Madsen, and Buhr 
Hansen 1978; Skjelbreia 1987).  Sediment transport relationships were 
developed for each of four principal transport zones including:  (a) pre- 
breaking zone, (b) breaker transition zone, (c) broken wave zone, and 
(d) swash zone.  The sediment transport relationships were implemented in 
SBEACH with a monochromatic wave model being used to delineate the zones 
of transport.  For random waves, the relationships for calculating the direction 
and rate of sediment transport must be modified to represent transport under 
broken and unbroken waves which exist simultaneously across the profile. 

In this chapter, cross-shore sediment transport relationships derived from 
the monochromatic LWT data are reviewed.  The monochromatic transport 
relationships are modified for random waves to develop transport relationships 
(Larson 1994, 1996) included in the present version of SBEACH.  Also, an 
algorithm developed for SBEACH to simulate dune erosion produced by 
overwash is discussed. 

Review of Monochromatic Transport Relationships 

Transport direction 

A large number of criteria have been developed for predicting the general 
response of a beach profile to incident waves (Waters 1939; Rector 1954; 
Iwagaki and Noda 1962; Dean 1973; Sunamura and Horikawa 1974; Larson 
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and Kraus 1989a; Kraus, Larson, and Kriebel 1991).  In most of these 
studies, the response of the beach was classified into two different shapes 
typically referred to as bar/berm profiles (other common descriptions include: 
bar/step, storm/normal, erosional/accretionary, dissipative/reflective, winter/ 
summer).   The evolution of a particular beach profile shape is closely related 
to the properties of the transport rate distribution, where bar profiles are 
generally produced by offshore transport and berm profiles by onshore 
transport.  Thus, criteria determined from the overall profile response have 
often been employed to predict the direction of the cross-shore transport. 

The following criterion for distinguishing between the development of 
bar/berm profiles was proposed by Larson and Kraus (1989a) and included in 
SBEACH based on experiments with monochromatic waves in the LWT 

H (H)3 

L0 \wT) 
(56) 

where H0 is the deep water wave height, L0 the deepwater wavelength, T the 
wave period, w the sediment fall speed.  The value of the empirical coefficient 
M was determined to be 0.00070 based on the LWT data.  If the left side of 
Equation 56 (corresponding to wave steepness) is less than the right side 
(corresponds to dimensionless fall speed), then offshore transport or erosion is 
predicted; otherwise onshore transport or accretion occurs.  Kraus, Larson, 
and Kriebel (1991) applied Equation 56 to random waves by using the mean 
height as the characteristic wave measure, and also evaluated other 
dimensionless parameter combinations for distinguishing profile response. 

Transport under broken waves 

The largest rates of cross-shore transport typically occur under broken 
waves where the transfer of organized wave energy to turbulence provides 
work for suspending and transporting sediment.  The details of sediment 
transport under broken waves are too complex to be resolved at present, and 
models developed to predict the transport rate employ simplified descriptions. 
A classification of such models with reference to the simplifications involved 
is given (going from the less to the more detailed approach): 

a. Energy dissipation models.  The transport rate is related to the wave 
energy dissipation and no attempt is made to resolve the circulation 
pattern in the surf zone. 

b. Energetics models.  The transport rate is related to the velocity at a 
selected reference level above bottom; thus, the local velocity has to 
be predicted in the surf zone at this level. 
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c.     Concentration-velocity models.  The transport rate is obtained from 
integrating the product of the predicted mean concentration and 
velocity profile through the water column. 

Transport rate formulas based on energy dissipation have been successfully 
employed in engineering numerical models of profile response (Kriebel and 
Dean 1985; Kriebel 1986; Larson and Kraus 1989a; Larson, Kraus, and 
Byrnes 1990).  Such formulas are compatible with the requirements of 
engineering numerical models, which often have to be employed with a 
minimum of input data. 

Kriebel and Dean (1985) suggested the following relationship for the cross- 
shore transport rate q based on wave energy dissipation 

q =K(D - Deq) (57) 

where D is the energy dissipation, Deq the equilibrium energy dissipation, and 
K an empirical coefficient.   Larson and Kraus (1989a) modified Equation 57 
to include a slope term 

K D 'D      e dh" eq K dx, 
D>D    -±* eq      Kdx 

(58) 

0 DiD„.±*L 
Kdx eq 

where h is the still-water depth and e is an empirical coefficient.   The slope 
term was introduced to account for the effect of gravity in limiting the 
steepness of the beach profile and to improve numerical stability in the 
vicinity of the breakpoint bar.  The application of Equations 57 and 58 in 
predicting transport magnitude and direction has varied slightly.  During 
storm conditions, when D is expected to be much greater than Deq, 
Equations 57 and 58 will predict similar values of the transport rate.  When D 
is less than Deq, Equation 57 yields a negative transport rate, implying onshore 
transport of material.   However, it has been shown in LWT data that accretion 
often occurs when D is greater than Deq (Larson and Kraus 1989a), making 
Equation 57 unsuitable for predicting such events.  Equation 58 provides an 
improved capability in predicting the transport rate under accretionary 
conditions based on analysis of the LWT data.  This equation was 
implemented in SBEACH to calculate the magnitude of transport under broken 
waves, with the transport direction determined from Equation 56.  In 
Equation 58, Deq effectively functions as a "threshold" below which the 
influence of broken waves on transport is considered negligible. 
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Transport under nonbroken waves 

In analysis of profile evolution in LWT data, Larson and Kraus (1989a) 
showed that, seaward of the breakpoint, the transport rate decayed 
exponentially with distance offshore according to 

9 = Qbe 
-x, (* - **) (59) 

where qb is the transport rate at the breakpoint, xb the location of the break 
point, and X, an empirical coefficient characterizing the rate of decay (see 
Larson and Kraus 1995 for a physically based motivation of Equation 59). 
similar equation was formulated to model the transport rate in the breaker 
transition zone, between the breakpoint and the plunge point 

%e (x ~ XP) (60) 

where qp is the transport rate at the plunge point, xp the location of the plunge 
point, and X2 an empirical coefficient.  The breakpoint corresponds to the 
point of incipient wave breaking, and the plunge point corresponds to the 
point where waves become fully broken. 

The decay coefficient in Equation 59 was empirically derived in terms of 
the median grain size D50 and breaking wave height Hb 

Xl = m. 
(D   \0A1 

H
bJ 

(61) 

where m. is an empirical coefficient.  For the breaker transition zone, limited 
data suggested that 

A2 =0.2^ (62) 

Equations 59 and 60 were shown to satisfactorily fit both erosional and 
accretionary cases, but the value of of m, was generally smaller for 
accretionary waves.  To calculate transport under nonbroken waves, the value 
of qp is first determined at the offshore boundary of the surf zone using 
Equation 58, and then the exponential decay rates are applied seaward in the 
respective zones. 

Transport in the swash 

Larson and Kraus (1989a) found that for a majority of the LWT 
experiments, the shape of the net transport rate on the foreshore could be 
approximated by a simple linear decay with distance.  Based on these 
findings, the following equation was implemented in SBEACH to calculate the 
transport rate in the swash zone 

x - xr 
q = 9*x—7 (63) 
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where qs is the transport rate at the shoreward boundary of the surf zone 
located at xs, and xr is the location of the runup limit.  A linear decay in 
transport as predicted by Equation 63 implies that the foreshore advances/ 
recedes uniformly with equal volume change at all points across the foreshore. 

Transport Relationships for Random Waves 

The relationships for cross-shore transport under monochromatic waves are 
generalized to random waves by treating the random wave field as a collection 
of individual waves.  A criterion for predicting net transport direction is 
developed based on the assumption that the random wave field follows a 
Rayleigh distribution in deep water.  Under the assumption of linearity in 
transport and no wave-wave interactions, the transport rate produced by 
random waves is obtained by computing the transport rate for each individual 
wave and averaging over all waves according to 

« —E«, (64) 

where q is the average transport rate at x, N is the number of individual 
waves, and qt the transport rate for wave i at x. 

Transport direction 

Assuming that the criterion for monochromatic waves given by 
Equation 56 can be applied to determine the direction of transport for each 
individual wave in a random wave field, the critical deepwater wave height 
Hoc that separates erosion and accretion is given by 

//„„ = 
1 (wT)3 (65) 

Thus for an individual wave with deepwater wave height H0, erosion is 
predicted when H0 is greater than #oc, and accretion occurs otherwise.  For a 
Rayleigh distribution of wave heights, accretionary and erosional waves exist 
simultaneously, and the net effect is estimated by summing the effects of 
individual waves.  Because the magnitude of transport is determined as a 
function of wave energy dissipation, only waves that are broken are included 
in the sum. 

At a given location on the profile, the fraction be of the broken waves 
which are erosional is determined from the Rayleigh pdf and given by 
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Hrm. 

6e = c , 8„<1 (66) 

where H^ is the deepwater rms wave height and Hb0 the wave height at 
incipient breaking transformed seaward to deep water.  Equation 66 is 
obtained by dividing the fraction of waves which are greater than Hoc in deep 
water by the fraction of all broken waves.  The transformed breaking wave 
height Hbo is given by 

go 0 

where wave refraction is included and the subscript o denotes deepwater 
conditions (compare Equation 31). 

By substituting the expression for Hoc from Equation 65 into Equation 66, 
the following result is obtained 

1   Hrmsol   wT  \3 

8e = . ..   .. 8^1 (68) 
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Thus, the fraction of the breaking waves that are erosional is predicted using a 
similar set of parameters as for distinguishing profile response under 
monochromatic waves (Equation 56), with the deepwater wave steepness and 
dimensionless fall speed expressed in terms of Hrm50 as the characteristic wave 
height.  Note that both Equations 66 and 68 are valid for Hb0 less than or 
equal to Hoc.  When Hb0 is greater than Hoc, all broken waves are erosional 
and, by definition, 8e = 1. 

Equation 68 predicts the portion of the broken waves that are erosional at 
points across the profile, but does not determine the net direction of transport. 
A simple approach for arriving at a predictive equation for the transport 
direction on the basis of Equation 68 is to assume that at a certain depth each 
individual broken wave transports an equal magnitude of sediment.   Such an 
assumption is in agreement with Dean (1977), who postulated that the local 
wave height and, hence, the wave energy dissipation depend only on water 
depth.   Assuming that transport is proportional to energy dissipation, this 
implies that every broken wave at a specific depth will transport the same 
amount of sediment. 

Given 8e as the fraction of broken waves that are erosional, the fraction of 
accretionary waves is defined as 8a-l-8e.  Assigning each individual broken 
wave equal weight and summing to determine the net direction yields 
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5 = ö   - ö   = 26, 1 1^1 (69) 

where £ is a transport function that gives the net direction and a weight that 
accounts for the variability in wave height defined by the Rayleigh pdf. 
Substituting Equation 68 for be in Equation 69 yields 

1   HrmSol    wT  \3 

H„ 

-1*5*1 (70) 

Net erosion occurs when £ is positive, whereas net accretion is predicted 
when £ is negative.  The magnitude of the transport function depends on the 
number of erosional versus accretionary waves.  When the broken waves are 
either all erosional or all accretionary, £ equals 1.0 and -1.0, respectively. 
For an equal number of erosional and accretionary waves, £ equals zero, 
resulting in no net transport. 

Transport under broken waves 

To describe transport under broken waves, Equation 58 is employed to 
determine the transport rate of each individual wave in the random wave field 
and substituted into Equation 64 to yield the following expression for the 
average transport rate for all broken waves 

1   N 

i=i 

O. - \D eg 
e_dh 
Kdx 

(71) 

where TV is a large number of waves, and K and e are empirical transport 
coefficients from the monochromatic transport relationship. 

Because only broken waves contribute to the transport, the number of 
waves N included in the summation in Equation 71 can be replaced by the 
number of broken waves m 

1 q = ±T  K 
NU 

D: D. eg K dx 
(72) 

A certain number of the broken waves me will be erosional and the remainder 
ma will be accretionary, where m = me + ma. Separating erosional and 
accretionary waves in Equation 72 yields 

1   m' = 1 y K 
N 1=1 

Z); D    - - — eg 
e   dh> 
K dx) 

- ly K ö. - D, eg 
e   dh 

~K ~dx 

(73) 
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where offshore transport is regarded as positive.  Since the quantity within the 
parentheses of Equation 73 is constant for all waves at a specific location, 
Equation 73 can be rearranged to yield 

q = ±T  KDt-l-T  KDt -K Deo - ± ^    "' ~ "«      (74) 
N it N tt ' {  eq     K dx)       N 

The factor included in the right-hand term of Equation 74 may be expressed 
as 

m   - m        m   - m    m 
-Z a- = -± a- — = ga (75) 

N m        N 

where (me-ma)/m is identified as £, and mIN is equal to the fraction of broken 
waves a as defined in Chapter 2. Following the assumption that each broken 
wave at a specific water depth transports the same magnitude of sediment, the 
wave energy dissipation terms in Equation 74 can be written 

ffl 7fl m m 

Substituting Equations 75 and 76 into 74, the following expression is 
obtained 

q = Kl D D    - — — 
,   eq      K dx, 

(77) 
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where D is the average energy dissipation per unit water volume.   Similar to 
the transport rate equation for monochromatic waves, the expression within 
the brackets must be positive for transport to occur, otherwise the transport 
rate is set to zero.  To compute the transport rate, the value of D is 
determined from the random wave model according to Equation 55.  The 
appearance of the function £ in Equation 77 weighs the influence of erosional 
versus accretionary waves on the transport rate and determines the net 
direction of transport. 

In the general case, both erosional and accretionary transport are predicted 
by Equation 77.  In the present model validation, however, the focus is on 
profile change produced by erosion.  Accretionary profile change is not 
emphasized for two reasons.  First, engineering applications of the model, 
which involve short-term prediction of profile response to storms, typically 
require that the most eroded condition of the beach be determined.   For such 
applications, modeling of post-storm recovery produced by accretion is not 
desirable, because the final predicted profile would not represent the most 
eroded condition.  Second, model predictions of accretion have been validated 
only to a limited extent in field applications.  In general, accretion is driven 
primarily by nonbroken waves and occurs over a longer term which is not 
consistent with the theory and assumptions of profile change included in the 
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present model.  Further research is required to develop improved engineering 
methods for predicting accretionary profile change. 

Transport under nonbroken waves 

The transport rate seaward of the breakpoint of an individual wave is 
assumed to decay exponentially with distance according to the monochromatic 
relationship given by Equation 59.  Applying Equation 64 to sum for all 
waves in the random wave field, the contribution to the transport rate from 
nonbroken waves is given by 

1 = - £ 4bi e~HX~XM) (78) 

In Equation 78, n is the number of nonbroken waves at x, xbi the location of 
the breakpoint for wave i, qbi the transport rate at incipient breaking for wave 
i, and A, the exponential decay coefficient, where qbi and X, are evaluated at 
xbi.  Equation 78 sums up the contributions to the transport rate from all 
waves that break inshore of x.  The coefficient A, is determined as a function 
of the median grain size and incipient breaking wave height as for 
monochromatic waves (Equation 61).  Unlike the formulation for 
monochromatic waves, a separate relationship for transitioning waves is not 
employed, as it is assumed that the difference in decay rate between pre- 
breaking and transitioning waves will have a much smaller influence on 
profile change under random waves due to the occurrence of multiple 
breakpoints across the profile. 

Equation 78 is more easily solved from a numerical standpoint by dividing 
the profile shoreward of the studied point x into a number of grid cells ns and 
adding the contribution of incipient breaking waves at each cell to the 
transport rate at x.  Such a method to approximate Equation 78 yields 

«-E^e-^A«, (79) 

where Aa- represents the increase in the fraction of broken waves in cell j.  In 
Equation 79, qbj and A, are estimated at all shoreward locations using 
Equations 77 and 61, respectively. 

Transport in the swash 

Sediment transport in the swash zone was previously computed in 
SBEACH assuming a linear decay in the transport rate (Equation 63).  In this 
section, a modified form of the transport rate equation is derived based on a 
schematic description of swash zone transport properties. The net transport 
rate on the foreshore is primarily a function of the local beach slope, sediment 
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characteristics, and the wave (bore) properties in the swash.  On beaches with 
coarser sediment, such as gravel or shingle beaches, the sediment charac- 
teristics are of pronounced importance because of percolation.  On fine- 
grained beaches percolation effects are minor since the material is typically 
saturated and the downward transport of water during a swash cycle is small. 
Percolation effects will be neglected here, and it is assumed that no water is 
lost during a swash cycle. 

A general expression for the sediment transport on a sloping beach under 
waves is 

q = Bx xf tanß, (80) 

where rb is the time-averaged bottom shear stress, tan/3; the local beach slope, 
and B, a coefficient that encompasses sediment properties, such as grain size 
and density, as well as an empirical multiplier.  Madsen (1991, 1993) derived 
Equation 80 to predict bed load under nonbroken waves and Watanabe (1982, 
1985) has employed a similar expression for the total transport under both 
broken and nonbroken waves.   In some studies a critical shear stress for 
incipient motion has been included in Equation 80; however, in many cases 
this value is much smaller than rb and may be neglected. 

Equation 80 is used here to derive the approximate shape of the transport 
rate distribution in the swash zone, whereas the magnitude of the transport is 
determined by the conditions at the shoreward boundary of the surf zone. In 
order to apply Equation 80 on the foreshore, the local, time-averaged shear 
stress due to the swash must be specified. The shear stress is assumed to be 
related to the velocity according to 

ib = \fP»2s (81) 

where/is a friction coefficient, p the water density, and us the time-averaged 
velocity in the swash, taken to be uniform through the water column.  Thus, 
Equation 80 can be written in terms of the local swash velocity 

q = B2 u* tanß, (82) 

where B2 is a new coefficient that is determined primarily by the sediment 
properties. 

In order to employ Equation 82 to calculate transport rates, an estimate of 
the local velocity in the swash is required that represents the net effect of the 
uprush and backwash.  To compute local velocities, a detailed model of the 
swash dynamics is needed that involves a high-resolution description in time 
and space.   Such a detailed model is not compatible with the present modeling 
approach.  Also, because the application of Equation 82 involves large 
uncertainties in relating q to us, the value of computing us in great detail is 
questionable. 
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A simple estimate of us is made here to evaluate the transport rate in 
Equation 82.  If the velocity of the bore that travels up the foreshore is ubs at 
xs immediately before a swash cycle begins, the velocity of the bore front ub is 
estimated as 

ul ~ ul - 2gAh (83) 

where g is the acceleration of gravity and Ah is the elevation difference 
between the center of the bore at xs and at a specific point on the foreshore. 
The proportionality in Equation 83 results from treating the front of the bore 
as a mass of water moving up the foreshore (compare Shen and Meyer 1962, 
Waddell 1973), or from employing the Bernoulli equation between xs and x 
for a water particle on the surface of the bore front.  If friction and turbulent 
losses are neglected, the proportionality expressed in Equation 83 may be 
replaced with an equal sign. 

Although the bottom friction is the main agent for transporting the 
sediment through jb it is assumed here that the decrease in velocity on the 
foreshore is mainly determined by the transformation of kinetic energy to 
potential energy and not by energy loss.  Furthermore, the representative local 
velocity regarding sediment transport at a point on the foreshore is taken to be 
proportional to the speed of the bore front when it passes that point.  Thus, 
substituting Equation 83 into Equation 82 and combining all proportionality 
multipliers into one coefficient B3 yields 

q - B3(ul - 28Ahf tanß, <84> 

The transport at xs is expressed as 

q, - 53(4f tanß, (85) 

where tanft is the local beach slope at xs.  By dividing Equation 84 by 85, the 
shape of the transport rate distribution on the foreshore is obtained. 

d _ 2gAÄf top, (g6) 
tanß. 

SL 
2 

Equation 86 is valid for elevations on the foreshore for which 2gAh is less 
than ubs

2.  The limit where 2gAh = ubs
2 is assumed to correspond to the runup 

limit ZR.  Equation 86 can thus be written in terms of ZR. 

(87) 3_ = 

9s 

f        AA^tanß, 

For a plane-sloping foreshore described by 

Ah = mfi{Xs   - X)            X<Xs (88) 

where mf=tanßl is the constant foreshore slope, Equation 87 is reduced to 
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- (89) 
K    s r) 

Equation 89 is similar to the linear transport relationship given by 
Equation 63, with the decay terra raised to a power of 3/2.  Although the 
foreshore is generally not constant in slope, an advantage of employing 
Equation 89 over Equation 87 is that the transport rate is expressed in terms 
of profile distance x and is more straightforward to implement from a 
numerical standpoint.  Also, Equation 89 is consistent with the observations in 
the LWT where the transport rate decayed with distance.  The relative 
influence of local slope variations on the transport rate is estimated in the 
model by multiplying Equation 89 by a slope factor 

tanß, 

MT J slope <.„„ o ^     ' 

where tan/3z is the local slope at x and tan/30 is a representative constant slope 
for the foreshore.  Using the factor given by Equation 90, steeper slopes 
produce an increase in the rate of erosion and gentler slopes result in a 
decrease.  As the local slope approaches the representative slope, the slope 
factor goes to 1.0 corresponding to no effect on the transport rate.  For 
negative slopes, the slope factor is set to zero to prevent local changes in 
transport direction which could result in numerical instability. 

To calculate transport in the swash zone, the transport rate qs is determined 
at the shoreward boundary of the surf zone xs using Equation 77, and 
Equation 89 is applied landward.  The shoreward boundary of the surf zone 
corresponds to the point on the profile where the water depth is equal to a 
user-specified parameter DFS defined as the depth of the foreshore.  The 
landward boundary of transport on the foreshore xr is defined by the limit of 
runup given by 

\0J9 

(91) ZR = !-47^0 

tanßo 

yHrmsJL0/ 
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where Hnmo is the deepwater rms wave height, L0 the deepwater wavelength, 
and tan/30 the representative slope of the foreshore.  Equation 91 was derived 
by Larson and Kraus (1989a) based on empirical analysis of LWT data. 

Dune Overwash Algorithm 

In applying beach profile response tools for design and evaluation of shore 
protection projects, engineers are required to simulate a wide range of 
conditions.  Of particular importance in beach fill design is the need to predict 
beach profile response to storms characterized by high waves and water 
levels.  Often, these extreme storms produce dune overwash and foreshore 
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profile inundation.  Therefore, in developing a profile change model suitable 
for engineering use, provision must be made for the model to handle 
overwash conditions. 

Background of development 

Prior to development of the present overwash algorithm, SBEACH handled 
overwash conditions by applying the swash zone transport relation given by 
Equation 63 and setting the runup limit at the landward boundary of the 
calculation grid.  This procedure resulted in offshore transport of sand up and 
over the landward side of the dune, which is an unrealistic description of 
overwash processes.  Limitations of this simple approach in modeling dune 
overwash were recognized.  Because of a lack of data quantifying dune 
overwash processes, however, improved methods could not be formulated and 
verified in a practical manner. 

Recently, an extensive beach-fill monitoring program supported by the 
U.S. Army Corps of Engineers and the State of Maryland provided a high- 
quality data set describing beach profile change at Ocean City, MD (Stauble 
et al. 1993).  As part of the monitoring program, profile surveys were made 
periodically and after severe storm events at several locations along the project 
reach.  Waves and water level information were collected by nearshore 
gauges.  Analysis of profile and storm data collected through the monitoring 
program prompted the development of the present overwash algorithm. 

During 2-5 January 1992, a strong northeaster struck Ocean City, MD. 
The impact of the storm on the Ocean City beach-fill project is documented in 
a special issue of the journal Shore and Beach (Vol. 61, No. 1, 1993). 
Following the storm, an emergency assessment of the beach-fill project 
performance was conducted.  As part of the emergency assessment, numerical 
simulations of profile response to the storm were performed using the 
SBEACH model together with pre-storm profile survey data and storm wave 
and water level information.  Post-storm profile measurements were not yet 
available at the time.  Preliminary simulation results showed little erosion of 
the dune, whereas site inspections indicated that significant erosion had 
occurred, with the dune being totally removed at some locations.  It was 
reasoned that the high waves and water levels associated with the storm 
produced significant dune overwash which was not being simulated properly 
by the model. 

Based on results of the emergency assessment, SBEACH was modified to 
include a simple overwash algorithm.  The preliminary overwash algorithm 
produced results which were in qualitative agreement with site inspections. 
After post-storm profile survey data were obtained, dune overwash and 
erosion produced by the storm were quantified and the algorithm was 
re-examined and improved.  The overwash algorithm was calibrated to the 
data set and the results showed that the observed dune overwash and foreshore 
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erosion were well reproduced (Kraus and Wise 1993). The improved 
overwash algorithm was tested further in a second study using additional 
profile lines and multiple storms at Ocean City.  As in the first study, the 
calculated results well reproduced the measured dune and foreshore profile 
response (Wise and Kraus 1993).  The overwash algorithm was further refined 
based on additional tests and included in the present random wave version of 
SBEACH. 

Calculation procedure 

Although the overwash algorithm was developed and calibrated using a 
limited number of storm and profile data, the calculation procedures were 
formulated in a generalized manner so that the algorithm could be applied 
over a range of conditions.  Four basic principles of operation were posited in 
formulating the present overwash algorithm:  (a) overwash occurs if the 
calculated limit of runup exceeds the dune crest, (b) overwash causes 
landward movement of sediment up and over the dune crest, (c) the magnitude 
of onshore transport occurring during overwash is a function of the extent by 
which calculated runup exceeds the dune crest and is related to wave bore 
properties at the dune crest, and (d) the landward limit of overwash depends 
on subaerial profile volume and geometry in a similarity relationship. 

Based on the first principle of operation, the overwash algorithm becomes 
operative when the predicted runup elevation (given by Equation 91) exceeds 
the elevation of the dune crest located at xdc. If the still-water level (tide plus 
surge) exceeds the dune crest, then the overwash algorithm is deactivated and 
profile inundation occurs. In the case of profile inundation, the dune is 
essentially treated as an underwater bar, and transport is calculated using the 
surf zone transport relationship. 

According to the formulation of swash zone transport given by 
Equation 89, the transport rate decays with landward distance from the surf 
zone.  For erosional transport, this assumption produces offshore movement 
of material across the entire swash zone.  However, following the second 
principle postulated above, overwash produces onshore transport of sediment 
over the dune.  Therefore, the distribution of the swash zone transport rate is 
modified during calculation of overwash to provide onshore movement of 
sediment at the dune according to 

<? = Idc + K - Idc) 
(x -xd\W 

x, - x. 
Xdc<X<Xs 

(92) 
x - X 

4   =  Qdc T~ Xr<X<Xdc 
Xdc        Xr 
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where the maximum rate of onshore transport qdc (< 0) is assumed to occur at 
the location of the dune crest xdc.  In Equation 92, the shape of the transport 
rate distribution between the surf zone and the dune crest is similar to that 
used in the standard calculation of swash zone transport.  Landward of the 
dune crest, the transport rate is assumed to decay linearly from the maximum 
rate of onshore transport qdc to zero at the position of the landward boundary 
of transport xr.  The use of a linear decay rate with distance landward of the 
dune crest rather than a decay to the power of 3/2 provided better agreement 
with data.  Employing different transport decay rates on either side of the 
dune crest can be supported by considering the differences in physical 
processes.  On the seaward face of the dune, transport is driven by the 
combined effects of the bore uprush and downrush; whereas on the landward 
face, transport is driven by unidirectional bore overwash with no return flow. 
Thus, it is reasonable to assume that transport rate characteristics are 
somewhat different on either side of the dune crest. 

The distribution of transport rates given by Equation 92 provides a smooth 
transition from offshore (positive) to onshore (negative) transport while 
maintaining a simple description of overwash consistent with existing swash 
zone sediment transport calculation procedures.  It is noted that although the 
transport rate shifts from an offshore to an onshore direction at some point 
seaward of the dune crest, the transport rate gradient remains positive, 
producing a net removal of sand along the entire seaward face of the dune. 
Landward of the dune crest, the transport rate gradient is negative, producing 
deposition of sediment. 

To calculate overwash using Equation 92, the transport rate at the seaward 
boundary of the swash zone qs and the location of the boundary xs are 
determined as for the standard swash zone transport calculation.  The 
magnitude of the maximum rate of onshore transport qdc is determined based 
on properties of the overwash bore.  The depth of the overwash bore at the 
dune crest is estimated by 

ddc - ds 

Xdc~X^ (93) 

where ds is the water depth at the landward boundary of the surf zone and xr» 
is the location of the calculated runup limit that would occur on a hypothetical 
profile extending landward of the dune crest with constant slope of tan/30.  The 
value of xr, is given by 

*'•=*- -sp; (94) 

where xml is the location where the still-water level intersects the beach 
profile, ZR is the limit of runup given by Equation 91, and tanß0 is the 
representative foreshore slope.  Equation 93 assumes that the bore depth 
decays linearly with distance landward from the surf zone. 
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Given the bore depth at the dune crest, the velocity of the bore at the dune 
crest is estimated by 

where g is the acceleration of gravity.  Equation 95 was developed by 
Le Mehaute (1976) using the method of characteristics to represent the 
velocity of a bore that would result from the breaking of a dam.  Here it is 
assumed that the relationship between velocity and depth similarly describes 
an overwash bore (Holland, Holman, and Sallenger 1991). 

Assuming that the transport rate is proportional to the bore velocity cubed 
(compare Equation 82), qdc is given by 

<U - - B.ul <*> 

where B, is an empirical coefficient.  A negative sign is included in 
Equation 96 to indicate onshore transport.  In principle, the value of 5» 
depends on sediment properties and other properties of the foreshore profile. 
Developing a detailed expression for 5, to account for such dependencies 
would require an extensive empirical analysis.  To simplify the application of 
Equation 96 and to reduce the number of empirical parameters which must be 
specified by the user, B, is assumed to be proportional to the transport rate 
coefficient K.  Relating B, to K as a first approximation is convenient since K 
is the primary calibration coefficient controlling the magnitude of transport 
rates across other portions of the profile.  In calibrating the overwash 
algorithm, various values of B, were tested by multiplying K by different 
factors of ten.  Reasonable agreement was obtained using the relation 

B, = 102K (97) 

The transport relationship described by Equations 93-96 was developed to 
satisfy the third principle of operation regarding the magnitude of onshore 
transport occurring during overwash.  As the predicted runup extends farther 
inland from the dune crest, the depth of the bore over the dune will increase, 
which in turn will produce higher rates of onshore transport.    On the other 
hand, when the predicted runup limit corresponds exactly to the position of 
the dune crest (xr, equals xdc), qdc goes to zero and the sediment transport 
calculation given by Equation 92 reduces to the standard methodology used 
when no overwash is predicted. 

In the standard calculation of swash zone transport, the location of the 
landward boundary of transport xr is defined by the predicted limit of runup. 
During overwash, a different definition is required, because the predicted 
runup elevation exceeds the maximum profile elevation.  In the present 
overwash algorithm, the value of xr appearing in Equation 92 is determined 
using the following procedure. 
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The limit of runup ZR and extent of potential runup xT, are calculated from 
Equations 91 and 94 based on a hypothetical foreshore profile which extends 
beyond the dune crest with constant slope tan/3„.  The profile volume (per unit 
width of beach) above still-water level which is traversed by the runup is 
determined for the hypothetical constant slope profile and given according to 

", ■ \<f~ - *,.)** (98) 

The profile volume above still-water level of the actual profile is then 
calculated incrementally, starting at x^ and moving landward.  The landward 
boundary of transport xr is assumed to correspond to the point on the actual 
profile where the total volume above still-water level equals Vr.  This 
calculation procedure was developed as a simple method of taking into 
account subaerial profile volume and geometry in determining the landward 
limit of overwash.  For higher elevations behind the dune crest, the landward 
extent of overwash will be smaller; whereas for lower elevations, overwash 
will extend further inland. 
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4    SUPERTANK Case Studies 

The purpose of this chapter is to assess the performance of SBEACH in 
modeling profile changes measured during the SUPERTANK project.   The 
SUPERTANK data set includes a collection of high-density, high-quality wave 
and profile measurements for a variety of wave conditions and profile 
configurations.  These data provided an excellent opportunity to assess 
SBEACH's performance in modeling profile changes in a controlled 
environment under various testing conditions.  SBEACH was first applied to 
the SUPERTANK test cases using default calibration parameter values.  The 
model was then calibrated to a single case and applied to the remaining cases 
to determine calculation improvements gained through model calibration. 
Model performance is assessed through visual inspection of results and by 
employing statistical measures of agreement between calculations and data. 

SUPERTANK Data Set 

The SUPERTANK study was undertaken in August/September 1992 at the 
O. H. Hinsdale Wave Research Laboratory, Oregon State University.  The 
study was a multi-institutional effort to obtain detailed information pertaining 
to surf-zone processes. A product of the study was an extensive data set of 
wave transformation, velocities, profile surveys, and sediment transport 
measurements across the beach profile for each test case. 

The channel used in the SUPERTANK study was 104 m long, 3.7 m wide, 
and 4.6 m deep.  On one end of the tank was a digitally controlled hydraulic 
wave generator capable of generating random or monochromatic waves.  The 
wave generator faced a 76-m beach profile constructed of 600 m3 of sand. 
Sand for the profile was obtained from the Oregon coast and had a median 
grain size of 0.22 mm.  Data collected during the SUPERTANK study were 
gathered by a dense array of wave gauges, current meters, sediment concen- 
tration profilers, pressure gauges, video cameras, and other instruments. 
Further details of the SUPERTANK project are presented in Kraus and Smith 
(1994).   A summary of the data sets collected at SUPERTANK is provided by 
Smith and Kraus (1995). 
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For the purposes of this study, the numerous tests conducted in the 
SUPERTANK study were reduced to a group of test cases suitable for use in 
evaluating the performance of SBEACH.  This group consisted of tests 
simulating equilibrium erosion, dune erosion, erosion at a seawall, berm 
flooding, foredune erosion, and erosion of both narrow-crested and broad- 
crested mounds.  Tests involved both random and monochromatic waves, and 
in each case the corresponding wave model was used in the SBEACH 
simulations. A summary of test conditions for the selected case studies is 
given in Appendix A.  Larson (1994, 1996) used the random wave model and 
transport relationships outlined in Chapters 2 and 3 to calculate profile 
evolution for some of the SUPERTANK tests discussed in this chapter. 
Results from these studies demonstrated good agreement between model 
predictions and measurements of profile change.  In these previous studies, 
Hrms was employed as the characteristic wave height in the random wave 
model, whereas in the present study, Hs is employed as discussed in Chapter 2. 
Because of the application of different characteristic wave heights, calculation 
results and optimal values of model transport coefficients vary between the 
studies. 

Measuring Model Performance 

Visual inspection of model results provides a good indication of model 
performance.   Visual inspection alone, however, is somewhat subjective and 
does not provide a quantitative measure of model performance.   Although 
difficulties arise in assigning an absolute measure of performance to a 
numerical model, it is relatively easy to compare statistics between the 
computed and measured values describing a specific aspect of the system being 
modeled.  In this study, the performance of SBEACH is evaluated through 
both visual inspection and statistical comparison of model results and data. 

Measures of performance used for analysis of the SUPERTANK cases are 
based on the statistical fit of the calculated profile to the measured profile for a 
given simulation.  These measures of performance include an rms parameter 
(RMS) and a residual parameter (Res).  RMS is a measure of the rms 
difference between the measured and calculated profiles and is given by: 

RMS 
N 

(99) 
TTE^- yc)

2 
N

P M 

The residual is given by: 
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r         

Res = tl  (100) 

where 

y,  = initial profile elevation 
ym = measured final profile elevation 
yc = calculated final profile elevation 
Np = number of points across the profile 

RMS gives a measure of the average absolute difference between the calculated 
elevations and the measured elevations.  The residual, Res, is similar to a 
parameter used by Zheng and Dean (1995) and provides a relative measure of 
the difference between the measured and calculated profiles as compared to the 
amount of actual change that has occurred over a given range of the profile. 
For instance, a Res value of 0.33 indicates that the difference between the 
calculated profile and final measured profile is 1/3 of the total change between 
the initial and final measured profiles.   Smaller values of RMS and Res 
correspond to a better fit.  An analysis program was developed for this study 
to obtain the values of RMS and Res across any specified range of the beach 
profile. 

Default Simulations 

The SBEACH model was first applied to the SUPERTANK test cases using 
default values of the calibration parameters.   Default calibration parameter 
values have been established based on previous model tests and applications 
with various laboratory and field data (Larson and Kraus 1989a; Larson, 
Kraus, and Byrnes 1990; Rosati et al. 1993). 

Calibration parameters 

The parameters that are used in calibrating SBEACH are the transport rate 
coefficient (K), the coefficient for the slope-dependent transport term (e), and 
the depth of the foreshore (DFS) which corresponds to the landward end of the 
surf zone.  Each parameter has an effect on various aspects of beach profile 
change as modeled in SBEACH. 

The transport rate coefficient, K, influences the rate at which transport 
occurs when the energy dissipation per unit volume is greater than the 
equilibrium energy dissipation per unit volume.  Model calculations typically 
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show greater sensitivity to the transport rate coefficient than to the other 
calibration parameters, and the transport rate coefficient is used as the primary 
calibration parameter.  The default value for K is 1.75 x 10"6 m4/N. 

The slope-dependent coefficient, e, influences the slope of the profile.  This 
parameter is included in the surf zone transport equation to account for 
changes in the transport rate produced by local variations in profile slope. 
Lower values of e result in steeper nearshore profiles and steeper bars, 
whereas higher values of e result in profiles with gentler slopes and flatter 
bars.  The default value for e is 0.002 m2/s. 

The parameter DFS defines the landward end of the surf zone on the 
modeled profile and affects the magnitude of transport in the swash zone.  A 
higher value of DFS, corresponding to a greater depth at the boundary between 
the surf and swash zones, typically increases transport rates in the swash zone, 
producing more erosion at the foreshore.  Conversely, lower values of DFS 
typically decrease foreshore erosion.  The default value of DFS is 0.3 m. 

Other parameters that affect the profile response are the median sediment 
grain size and the avalanching angle.  The median grain size is a key param- 
eter in calculation of the transport rate and is included in the fundamental 
theory of SBEACH in determining the equilibrium energy dissipation. A 
reliable estimate of the median grain size is necessary for accurate results from 
the model.   Median grain size represents a physical characteristic of the beach 
sediment and should not be used as a calibration parameter.   However, in cases 
where there is uncertainty in the value of median grain size or where large 
variations in grain size are known to exist across the profile, sensitivity of 
model results to a range of values should be examined. 

The avalanching angle defines the steepest subaerial beach profile slope that 
can develop in the model before avalanching occurs.  Factors such as grain 
size and degree of sediment compaction influence the profile slope at which 
avalanching occurs.  Maximum profile steepness can vary from site to site and 
is best approximated by examining historical profile records.   In applying the 
model to a particular data set, the value of the avalanching angle should be 
selected to best represent steep slopes which may exist on the pre- and post- 
storm foreshore profile such as at a dune scarp. 

Results of default simulations 

Default simulations were executed by inputting the initial and final profiles, 
wave data, and water level data into the configuration and other supporting 
files and running SBEACH.  Model results were then analyzed to determine 
the previously described measures of performance.   Appendix A presents a 
comprehensive view of model results for all cases.  Selected results which are 
representative of the default simulations are discussed below. 
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Equilibrium erosion. The equilibrium erosion cases were the first tests 
performed during SUPERTANK.  The initial profile was a planar beach and 
was subjected to varying wave conditions including both random and mono- 
chromatic waves. Table Al summarizes the input wave conditions for each 
case.  The first few equilibrium tests produced significant erosion at the 
foreshore and development of an offshore bar.  During later tests, the amount 
of erosion decreased as the profile approached an equilibrium shape. 

Figure 5 shows the initial, calculated, and measured profiles for the first 
case, PIA.1  The test resulted in removal of material from the upper profile 
and deposition in an offshore bar.  Although the calculated results show 
similar trends compared to the measurements, the model overpredicted the 
amount of erosion at the foreshore.  Offshore movement of the bar was 
overestimated, and the model did not reproduce the shape of the bar-trough 
system.  Similar characteristics were observed in model results for other 
equilibrium cases involving random waves. 

Figure 6 shows model results for an equilibrium erosion case that involved 
a series of monochromatic waves.  For this case the initial beach profile was 
near equilibrium and little change occurred in the nearshore profile.   In the 
offshore, a deep trough formed under the influence of the monochromatic 
waves.  Although the trough feature was not reproduced, the model correctly 
predicted little change in the nearshore.  Figure 7 shows another case involving 
monochromatic waves, in which more profile change was observed.  For this 
case, SBEACH overestimated the amount of foreshore erosion.  The location 
of the bar was fairly well modeled, although details of the bar and trough 
development were not predicted. 

The equilibrium cases show that for both random and monochromatic 
waves, SBEACH tended to overpredict erosion using default calibration 
parameter values.  However, in cases where the profile was already at or near 
equilibrium and little profile change occurred, the model predicted little 
change.  These observations suggest that the model accurately represents the 
equilibrium profile shape, but approaches equilibrium too rapidly indicating 
that the default value of K is too high for these cases. 

Dune erosion. The dune erosion cases involved constructing a dune in the 
wave tank and subjecting this dune to erosive wave conditions, including an 
increase in water level.  Case P5A involved erosion of a dune constructed with 
loosely packed sand, whereas case P6A involved running similar wave 
conditions on a compacted dune. 

In all figures displaying SUPERTANK results, the vertical datum corresponds to the water 
level at the start of the test.   The water level was held constant during each test, except where 
noted in Table Al. 
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Figure 5.   Result of default simulation, SUPERTANK case P1A 
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Figure 7.   Result of default simulation, SUPERTANK case PGA 

Simulation of the loosely packed dune test resulted in good agreement with 
measured erosion at the foreshore and dune, as shown in Figure 8.  As 
observed in the equilibrium erosion cases, the modeled bar feature was situated 
some distance offshore from the measured bar.  Figure 9 shows simulation 
results for the compacted dune.  Although the shape of the compacted dune 
was well reproduced, SBEACH overpredicted the amount of erosion.  The 
difference in model predictions between the two dune cases might be expected 
due to greater erosion resistance associated with the compacted sediment which 
is not accounted for in SBEACH. 

Foredune erosion.  This test case was designed to reproduce overwash of a 
foredune that may occur during a severe storm surge.  As shown in Figure 10, 
SBEACH performed well in modeling the overtopping and complete erosion of 
the foredune.  The final slope of the eroded profile was well reproduced.  The 
model correctly predicted no erosion of the larger dune feature located behind 
the eroded foredune.  The overwash algorithm included in the model 
overpredicted the amount of sediment that was transported onshore over the 
foredune crest. 

Berm flooding.   The berm flooding test cases were designed to replicate 
erosion associated with a storm surge that floods a berm located on the beach 
profile.   Simulation results for both berm flooding test cases show reasonable 
agreement with the data as displayed in Figures 11 and 12. 
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Figure 9.   Result of default simulation, SUPERTANK case P6A 
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Figure 12.   Result of default simulation, SUPERTANK case PDA1 

In the first case, P9A, the berm was completely flooded and a portion of 
the dune behind the berm eroded.   SBEACH correctly predicted the occurrence 
of dune erosion, but overestimated the amount of erosion at the berm and base 
of the dune (Figure 11). In the second berm flooding case, PDA1, the profile 
was subjected to a similar wave climate as P9A, but the water level was 
decreased by 0.6 m prior to the test. The decrease in water level resulted in a 
corresponding decrease in berm erosion with no erosion of the dune.  Model 
results also show a decrease in berm erosion and no dune erosion.  However, 
the model underestimated the magnitude of berm erosion observed in the 
laboratory data (Figure 12). 

Seawall. The seawall studies at SUPERTANK were designed to provide 
insight into erosional processes at the base of a seawall. Three seawall tests 
were run, each with a different configuration. 

For case P7D, a seawall was placed just above the still-water level on a 
gradually sloping profile.   The seawall was flooded during the course of the 
test by raising the water depth by approximately 0.45 m.  Wave action 
produced local deposition of sediment at the base of the seawall and formed a 
bar feature in the offshore region of the profile.  Otherwise, no significant 
changes were observed across the nearshore profile. 
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The SBEACH simulation did not reproduce deposition at the seawall, and 
predicted more erosion of the initial profile than was observed, as shown in 
Figure 13.  The calculated profile showed offshore deposition of the eroded 
material in three distinct bars.  The largest bar was located offshore of the 
measured bar, while two smaller inner bars were located in the vicinity of the 
measured bar.  The different bar features are probably associated with the rise 
in water level during the simulation.  These results suggest that as the water 
level increased, the model moved toward an equilibrium state faster than what 
was evidenced by the measured profiles.   Such response indicates that the 
default value of the transport rate coefficient, K, is too high in this case.  This 
observation is consistent with the previously discussed results in which the 
model overestimated erosion. 

The initial profile for the seawall case P8A1 was constructed by removing 
some of the material from in front of the seawall and placing it seaward on the 
profile.   The resulting terraced profile allowed waves to break closer to the 
seawall, attacking the wall more directly than the previous case (Kraus and 
Smith 1994).  The still-water level was held constant during this test at an 
elevation such that the base of the seawall was flooded to a depth of 
approximately 0.5 m.  Contrary to expectations, the terraced profile test did 
not result in any significant scour at the seawall. A prominent bar with a deep 
trough formed at the offshore limit of the terraced portion of the profile 
(Figure 14). 
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Figure 14.   Result of default simulation, SUPERTANK case P8A1 

As shown in Figure 14, SBEACH correctly predicted the absence of 
erosion at the seawall.  The model also predicted the formation of a bar at the 
observed location, but did not reproduce the details of the bar and trough 
shape. 

In the final seawall case (PCA), a sloping profile was constructed in front 
of the seawall.  During the test the still-water level was raised from 0.15 to 
0.45 m above the base of the wall.  Unlike the previous cases, this test 
produced a prominent scour hole at the seawall.  The observed scour hole was 
localized, with most of the erosion occurring close to the base of the seawall. 
Material eroded from the base of the seawall was deposited offshore in a fairly 
uniform manner with no distinct bar formation. 

SBEACH predicted scour at the seawall, but not to the depth that was 
observed in the measurements.  Modeled results also differed in nature from 
the laboratory observations in that the erosion occurred across a wider region 
of the profile (Figure 15).   Similar to observations, SBEACH predicted fairly 
uniform deposition of the eroded material across the offshore profile with no 
formation of a distinct bar. 

Narrow-crested mound.   For this set of test cases, a narrow-crested mound 
was constructed in the offshore region of the profile.   Wave breaking at the 
mound caused a significant amount of energy dissipation, reducing the amount 
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Figure 15.   Result of default simulation, SUPERTANK case PCA 

of incident wave energy that reached the foreshore.   Tests were run with both 
random and monochromatic waves. 

Figure 16 shows the results for the random wave case, PJA.  Waves in this 
test case produced significant erosion at the mound.  Erosion was greater on 
the shoreward side of the mound with some sediment being transported down 
the shoreward-facing slope.  As illustrated in Figure 16, SBEACH 
overestimated erosion of the mound, with the entire mound crest being 
uniformly lowered.  The model also overestimated the amount of erosion on 
the foreshore as may be expected considering the lowering of the mound crest. 
Both the model predictions and data show little change in the middle portion 
of the profile, implying wave re-formation occurred between the mound and 
the nearshore. 

Figure 17 shows the results for the monochromatic wave test (case PJC). 
As illustrated in the figure, the uniform breakpoint of the monochromatic 
waves produced an increase in elevation of the mound crest corresponding to 
the formation of an offshore bar.   A nearshore bar also formed from deposition 
of eroded foreshore sediment.  In contrast to the observed profile changes, the 
model predicted little change in shape of the offshore mound.  Foreshore 
erosion was reproduced fairly well, but the location of the nearshore bar was 
situated further offshore. 
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Figure 17,   Result of default simulation, SUPERTANK case PJC 
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Broad-crested mound.   SUPERTANK cases PKA and PKC involved 
erosion of a broad-crested offshore mound under random and monochromatic 
waves, respectively.  The mound was constructed at approximately the same 
depth and location on the profile as the narrow-crested mound, and similar 
wave conditions were used. 

As shown in Figure 18, the random wave test (case PKA) produced a 
trough at the offshore end of the mound, with material being deposited on the 
offshore slope of the mound.  Little profile change was observed elsewhere. 
The SBEACH simulation eroded the entire mound to an elevation approxi- 
mately 0.3 m below the initial mound, with most of the eroded material from 
the SBEACH simulation being deposited across the offshore slope of the 
mound.  As a result of the lower mound height, the simulation allowed more 
wave energy to reach the foreshore, causing erosion to be overestimated at the 
foreshore. 

The monochromatic wave test (case PKC) produced a trough on the 
offshore end of the broad-crested mound and reduced the height of the entire 
mound crest, as observed in Figure 19.  The sediment removed from the 
mound was deposited in a bar at the offshore end of the mound crest.  Model 
simulation of the test case produced slightly more lowering of the mound than 
was observed.  Also, formation of a bar at the offshore end of the mound was 
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Figure 19.   Result of default simulation, SUPERTANK case PKC 

predicted, but the observed trough was not reproduced.   SBEACH predicted 
erosion at the foreshore, whereas slight accretion was observed in the data. 

For both the narrow- and broad-crested mound cases, SBEACH tended to 
erode and flatten the shape of the mound to a greater degree than was 
observed.  The reduction of the mound height in the numerical simulation 
allowed more wave energy to pass across the mound, resulting in more erosion 
at the foreshore. I 

Summary 

Model simulations using default calibration parameters qualitatively 
reproduced the measured profile response for most cases.  In general the model 
predicted changes in profile morphology including areas of erosion and 
deposition.  From a quantitative standpoint, however, the model tended to 
overestimate the magnitude of profile changes including erosion at the 
foreshore, offshore movement of the bar, and lowering of the offshore mound 
crest.  Calibration of the model was performed to improve agreement between 
calculations and measurements. 
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Calibration 

In order to best simulate all test cases, a representative test case was 
identified for calibration.  The test case selected as most representative for the 
remaining profiles was case P5A, a dune erosion case. Case P5A involved a 
combination of significant erosion of the foreshore and dune, erosion related to 
water level rise, and development and movement of an offshore bar.  This 
combination of effects presented an opportunity to adjust the calibration 
parameters to a representative collection of processes that dominate a 
significant number of the SUPERTANK test cases. 

Calibration procedure 

The calibration procedure started by simulating the selected calibration case 
using default parameters.  Upon review of the results from the default 
simulation, conclusions were made regarding which calibration coefficients 
required modification and whether the values of the coefficients needed to be 
increased or decreased from the default values.  Results from the changes in 
each calibration parameter were recorded and an iterative procedure was used 
to obtain the best fit of the calculated profile to the measured profile.   The 
calibration process continued until no further improvements were gained by 
varying the calibration parameters. 

Various methods are available for evaluating improvements gained through 
modifying calibration coefficient values.  The simplest is visual inspection. 
The initial, final, and calculated profiles may be plotted to identify the portion 
of the calculated profile that does not match the final measured profile.   With 
a basic understanding of the effects of the calibration parameters on the 
modeled profile, the user can make necessary modifications. 

In addition to the method of visual inspection, statistical measures such as 
those given by Equations 99 and 100 can be used during calibration. 
Statistical measures allow the user to discern improvements that may be 
difficult to evaluate visually.  An instance in which this type of comparison is 
useful is when improvements at one location on a profile are gained at the 
expense of another location.  The statistical method of comparison provides an 
objective measure of the overall improvement along the profile and allows the 
best fit to be selected. 

For calibration to case P5A, both visual inspection and statistical parameters 
were used to obtain the best simulated fit of the profile.   Visual inspection was 
used to identify the appropriate parameter to be adjusted, whereas the 
statistical comparison allowed for fine-tuning of the individual calibration 
parameters.  Improvements in the modeling of case P5A resulting from 
calibration are shown in Figure 20.  In this figure, it can be seen that a much 
improved fit at the bar location was achieved in exchange for a slight 
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Figure 20.   Comparison between results of default and calibrated simulations 
for SUPERTANK case P5A 

compromise in the fit at the foreshore and dune.  The parameters resulting 
from the calibration procedure for case P5A are given in Table 1.  After 
calibration parameters for the representative case (P5A) were chosen, the 
parameters were used in subsequent model runs for the remaining test cases. 

Table 1 
Default and Calibrated Calibration Parameters for Case P5Ä 

Parameter Default Value Calibrated Value 

Transport rate coefficient, K 1.75 x 106m4/N 0.55 x 10"6 m4/N 

Slope-dependent coefficient, e 0.002 m2/sec 0.003 m2/sec 

Depth of the foreshore, DFS 0.3 m 0.15 m 

Results of calibrated simulations 

Simulation results using the calibration parameter values derived from case 
P5A were distinctly split between random wave cases and monochromatic 
wave cases.  The random wave cases indicated significant improvements when 
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using the calibration parameters from case P5A.  However, simulation of the 
monochromatic cases with the calibration parameters from case P5A produced 
unsatisfactory agreement. 

Random wave test cases.  The rms and residual parameters given by 
Equations 99 and 100 were calculated across the entire profile for the default 
and calibrated simulations. The parameters were also computed across 
portions of the profile corresponding to the nearshore and bar regions.  The 
nearshore region was defined as the portion of the profile between the 
shoreward boundary and the point of transition from erosion to deposition on 
the measured profile.   The bar region included the area of offshore deposition 
and the region of bar and trough formation and movement.  The nearshore and 
bar regions were identified for each case based on visual inspection of the 
initial and final measured profiles.   Separate analysis of the nearshore region 
was performed since prediction of erosion at the shore is the model result used 
most often in project applications.  The bar region was also analyzed to 
provide insight into model predictions of bar formation and movement. 
Table A2 presents results of the statistical calculations for each case. 

For the default simulations of random wave cases, the average value of the 
residual parameter in the nearshore region was 2.32 before calibration.  After 
calibration, the average value of the residual for all cases decreased to 0.87, 
indicating improved agreement.   An average residual of 0.87 may still seem 
fairly high.  However, a significant portion of the higher residual values were 
for cases in which the actual profile change and absolute error in prediction (as 
measured by the rms parameter) were small.  In fact, the average value of 
RMS for the calibrated simulations was 6,0 cm in the nearshore region, indicat- 
ing an average error of 6.0 cm in predicting nearshore profile elevation. 

Figure 21 presents the improvement in the nearshore residual for each 
random wave test case.  Figure 22 presents the changes in absolute error in the 
nearshore for each random wave test case.  Both of these figures show that 
consistent improvement was achieved through calibration to the random wave 
cases. Individual improvements in the profiles of the calibrated cases are 
shown for an equilibrium erosion case (PIA), a berm flooding case (PDA1), a 
seawall case (P7D), and a mound case (PKA) in Figure 23.  In each case, the 
calibrated simulation provided improved agreement. 

Although model calibration provided significant improvements in calculated 
results for most cases, all differences between the predicted and measured 
profiles were not eliminated.  For example, SBEACH still did not reproduce 
details of bar and trough systems such as the one for case PID shown in 
Figure 24.  Also, in the foreshore dune erosion case, PAA, the lower transport 
rate coefficient resulted in incomplete erosion of the foredune and under- 
estimation of offshore transport and overwash of the eroded material 
(Figure 25). 
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Monochromatic test cases. The calibration to case P5A resulted in 
consistent improvements for almost all cases run with random waves. 
However, nearly all of the monochromatic wave cases showed worse agree- 
ment using the calibration parameter values derived from the calibration to 
case P5A.  Figure 26 shows a plot of nearshore residuals for the monochro- 
matic wave cases both before and after calibration to case P5A. Nearly all of 
the monochromatic cases calibrated to the random test case resulted in 
excessive foreshore erosion and produced profile slopes that were milder than 
those measured in the laboratory.   The distinct differences between the results 
of the random wave cases and the monochromatic wave cases prompted a 
separate calibration to a monochromatic wave case. 

Monochromatic calibration.  The calibration for the monochromatic wave 
cases followed the guidelines outlined for calibration of the random wave 
cases. Case PGA was selected as the representative case for the monochro- 
matic calibration.  The calibration parameter values resulting from the 
monochromatic calibration are given in Table 2.  The transport rate coefficient, 
K, was reduced slightly from the previous calibration.  The slope term 
coefficient e was also reduced, while the depth of the foreshore DFS was 
increased.  The decrease in K reduced the amount of calculated foreshore 
erosion, resulting in a better fit to the measured data.  By decreasing the value 
of e, the slope of the profile increased, to better fit the profile slope of 
case PGA.  An increase in DFS provided better agreement of profile change at 

Calibration Comparison 
Monochromatic Waves 

Default Calibration to P5A 

Figure 26.  Comparisons of residuals between default and P5A calibration 
(monochromatic cases) 
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Table 2 
Parameters for Monochromatic Case Calibration 

Parameter Monochromatic Calibration Values 

Transport rate coefficient, K 0.50 x 10"6 m4/N 

Slope-dependent coefficient, e 0.001 rrrVsec 

Depth of the foreshore, DFS 0.25 m 

the foreshore.  Improvements gained through calibration to case PGA are 
shown in Figure 27. 

The monochromatic calibration yielded significant improvements for the 
monochromatic test cases.  Figure 28 shows that in all cases the 
monochromatic calibration improved model performance, as measured by the 
nearshore residual, over both the default parameters and the random wave 
calibration parameters.  This implies that separate calibrations are necessary 
when employing SBEACH to simulate profile response under random waves 
versus monochromatic waves. 

Summary 

Calibration to the dune erosion case, P5A, greatly improved the model 
results for the random wave cases over the results obtained using the default 
parameters.   The fact that improvements using the calibrated parameters were 
consistent among random wave cases (nearly all cases improved over the 
default runs) indicates that a single calibration can be applied to simulate a 
wide variety of cases with acceptable results.  Extending this observation to 
field applications suggests that use of a single calibration at a given site should 
provide reasonable results for a variety of beach configurations and storm 
conditions. 

Applying the random wave calibration parameters to the monochromatic 
wave cases resulted in unsatisfactory agreement with the data.  By performing 
a separate calibration for the monochromatic tests, model results were in much 
closer agreement with the laboratory data.  This indicates that separate 
calibrations should be performed when applying SBEACH to simulate profile 
change under random waves versus monochromatic waves. 

Profile Evolution 

The frequency of SUPERTANK profile surveys provided a unique 
opportunity to observe the evolution of a profile as it eroded.  This portion of 
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the study focused on the capability of the calibrated model to simulate 
temporal characteristics of profile response for two SUPERTANK cases 
involving equilibrium erosion (case PIA) and dune erosion (case P5A). 

Case P1A 

In modeling temporal profile response, the calculated profile was output at 
each time during the simulation that an intermediate profile survey was made 
during the laboratory test.  Comparison of calculated and measured profile 
change is given in Figure 29 at three time intervals for the calibrated 
simulation of case PIA.  The temporal response was well modeled although 
there is a slight lag in the calculation of erosion at the foreshore. 

The sensitivity of the time response to changes in the transport rate 
coefficient K was investigated.  Figure 30 shows the time variation in residual 
of the entire profile for different simulations of case PIA using various values 
of K.  Higher values of K provided better agreement early in the simulation 
while lower values provided best agreement over the entire simulation period. 

Case P5A 

A similar analysis was performed for the dune erosion case, P5A.  As 
shown in Figure 31, the calculated profile followed the observed profile fairly 
well in the early part of the simulation.  At the end of the test, the calculated 
dune erosion began to lag the data.  Increasing K improved the prediction of 
final dune erosion, but also resulted in worse agreement in the simulation of 
the bar.  This suggests that in some applications there is a trade-off in the 
present model in accurately simulating dune erosion versus bar formation and 
movement.  This trade-off could be related to inadequacies of the simplified 
approach in modeling swash zone transport and dune erosion processes under 
certain conditions. 

Hannover Laboratory Data 

In addition to the SUPERTANK laboratory data, a single data set from a 
laboratory study conducted at the University of Hannover, Germany, was used 
to evaluate the SBEACH model.  The median grain diameter of the sediment 
used in the experiment was 0.33 mm.  Random waves with a significant height 
of 1.5 m and a peak spectral period of 6 sec were used in the tank to bring the 
constructed dune profile to equilibrium.  Additional information on the 
laboratory study is presented by Dette and Uliczka (1986). 
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Figure 29.   Measured and simulated time-series evolution of SUPERTANK 
Case P1A (Continued) 

Chapter 4 SUPERTANK Case Studies 



L 

SUPERTANK CASE P1A 
Elapsed Time: 270 minutes 

10 20 30 

Distance from Baseline, m 

Figure 29.   (Concluded) 

2 

_             >» 

Initial 

Measured 

1 
Calculated 

E
le

va
tio

n,
 m

 
o

 

>>^ 

\                      \ 

""S5^-            „ 

-1 
^^^%_ 

I                        ,                        I                        .                        I 

40 

Residual vs Time 
SUPERTANK Case P1A 

50     100    150    200 
Time (minutes) 

250 

K=0.5 

K=0.7 

K=0.9 

—B— 

K=1.1 

K=1.3 

K=1.5 

300 

Figure 30.   Residual vs. time for a range of K (transport rate coefficient) 
values 

Chapter 4  SUPERTANK Case Studies 
69 



c 

1° CO > 
0) 

UJ 

SUPERTANK CASE P5A 
Elapsed Time: 60 minutes 

10 20 30 

Distance from Baseline, m 

^\ 

Initial 

Measured 

Calculated 

\ 

I             >             I             I             I             , 

40 

C 

HI 

SUPERTANK CASE P5A 
Elapsed Time: 120 minutes 

10 20 30 

Distance from Baseline, m 

^T\ 
Initial 

Measured 

Calculated 

\\ 

~^"~""^^^_ 

i               ,               i               ,               i 

40 

Figure 31.   Measured and simulated time-series evolution of SUPERTANK 
Case P5A (Continued) 

70 
Chapter 4 SUPERTANK Case Studies 



SUPERTANK CASE P5A 
Elapsed Time: 180 minutes 

Initial 

Measured 

Calculated 

10 20 30 40 

Distance from Baseline, m 

Figure 31.   (Concluded) 

Using default values for the calibration parameters, the SBEACH model 
reproduced the measured erosion fairly well with a slight overestimation of 
foreshore erosion and offshore movement of sediment (Figure 32).  Following 
calibration of the model to the data, agreement between the measured and 
calculated profiles improved.   With a decrease in the value of K to 
1.20 x 10"6 m4/N in the calibrated case, the predicted erosion at the dune came 
more in line with the data, as evident in Figure 33.  The decrease in K also 
reduced the volume of sediment that was transported offshore.   The value of e 
was changed from the default value of 0.002 m2/sec to 0.005 m2/sec to 
produce a flatter profile. 

The amount of erosion in the Hannover test was greater than that observed 
in the SUPERTANK tests, indicating the initial profile was in greater 
disequilibrium.  Also, larger incident wave heights were used in the Hannover 
test, implying more energetic conditions.  These factors may explain why a 
higher value of K was required for the Hannover test as compared to the 
SUPERTANK cases. This limited comparison suggests that K may be a 
function of the scale of profile change as well as wave conditions. 
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Summary of Laboratory Simulation Results 

In the presentation of results for the various test cases, certain trends and 
tendencies of SBEACH were observed.  These observations are summarized by 
topic in the following section. 

Model performance 

In general, SBEACH performed reasonably well in simulating the variety of 
test cases included in the SUPERTANK data set. Although the default 
simulations tended to overestimate erosion, improved results were obtained 
through model calibration.  A single calibration provided improved agreement 
for nearly all random wave cases. A separate calibration was required for the 
monochromatic wave cases. Equilibrium erosion, dune erosion, and nearshore 
berm erosion were generally well simulated.  SBEACH was less successful in 
simulating certain aspects of profile change for the seawall and offshore 
mound cases. 

Foreshore and dune 

In engineering practice, the main focus of profile modeling is the response 
of the foreshore and dune.  In the SUPERTANK simulations, application of 
default calibration parameters resulted in overprediction of observed foreshore 
erosion in most cases. This may be explained by the fact that the default 
parameters were derived primarily for field applications in which the surf zone 
is more energetic and the scale of profile change is larger than that observed at 
SUPERTANK.  Lower values of the transport rate coefficient were required to 
simulate the lower energy regime of the wave flume.  Following model 
calibration, improved agreement was achieved at the foreshore for most cases. 
In some cases, such as the foredune erosion test, somewhat poorer agreement 
at the foreshore was observed following calibration.  This observation suggests 
that the simplified methods of calculating foreshore and dune erosion require 
improvement to provide equally good results of dune and berm erosion for 
different beach configurations and storm conditions using a single calibration. 
Also, the results for the compacted versus loosely packed dune cases indicate 
sediment compaction is an important factor influencing erosion.  Further 
research is required to account for effects of sediment compaction in the 
model. 

Simulation of the seawall cases showed that the model was able to 
qualitatively represent the observed profile changes in front of the seawall. 
However, the results indicate that improvements are required to accurately 
reproduce details of erosion and scour occurring in front of a seawall. 
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Bar and offshore mound 

Using the default calibration parameters, SBEACH overestimated the 
offshore movement of the bar, particularly in the random wave cases. 
Following calibration, model calculations more closely matched the location of 
the observed bar, although details of the bar and trough development were not 
reproduced.   For most test cases, the accuracy of the model in simulating 
offshore profile change and bar development was considered acceptable for use 
in engineering applications, which typically focus more on the foreshore.   The 
model was less successful in reproducing profile changes for the offshore 
mound tests. In these cases, overprediction of mound erosion affected profile 
response at the foreshore, where erosion was also overestimated.  These results 
suggest further study is required to improve model simulation of profile 
change of offshore mounds. 

Profile evolution 

The frequency of profile measurements collected during the SUPERTANK 
study allowed a unique opportunity to assess the model's ability to simulate 
the temporal changes of the beach profile under erosive wave conditions. 
Overall, this evaluation showed reasonable agreement between the calculations 
and data.  There was a slight lag of foreshore erosion observed in the 
calibrated model.  This lag became more pronounced with attempts to better 
match the location of the bar by decreasing the transport rate coefficient, K. 
Conversely, attempts to better match the response at the foreshore by 
increasing K resulted in poorer agreement between the modeled and measured 
profile at the bar.  This suggests that improvements could be made in 
calculation of swash zone transport to better correlate the time scale and 
magnitude of foreshore response with that of the subaqueous profile. 
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5    Field Case Studies 

The purpose of this chapter is to evaluate the capability of SBEACH to 
reproduce storm-induced profile change measured in the field.   Several field 
sites and storm events were selected for study, based on quality and avail- 
ability of data.  The model was first applied to all cases using default 
calibration parameter values. The model was then calibrated to a single profile 
for each site and applied to the remaining profiles at the site. Evaluation of 
model performance focuses on simulation of erosion at the foreshore and dune. 

Field Data 

Data requirements for application of SBEACH to field cases are similar to 
those for laboratory studies. Minimum data requirements include beach profile 
surveys, wave and water level information, and sediment grain size 
information.   Ideally, the data set includes beach profiles surveyed immediately 
before and after the storm, and time histories of storm waves and water levels 
measured by wave and tide gauges located at the study site.  Often, however, 
the best available data include profile surveys which were performed some 
time before and after the storm.   Such profile data may record beach change 
produced by longer term processes not related to the storm as well as effects 
of post-storm beach recovery.   In many cases, wave or tide gauge data are not 
available and, alternatively, hindcast information is used to estimate storm 
conditions.  The quality and accuracy of data being input to the model should 
be considered when evaluating model results.  Also, the degree to which 
measured profile change satisfies basic model assumptions, such as longshore 
uniformity of sediment transport, must be considered in the analysis. 

Field cases selected for this study were the best available records of storm- 
induced profile response suited for application and evaluation of SBEACH. 
The field case studies include Ocean City, MD (a series of storms from 
October 1991 - January 1992); Manasquan/Point Pleasant Beach, NJ (March 
1984 storm); Dewey Beach/Rehoboth Beach, DE (December 1992 storm); and 
Debidue Beach/Myrtle Beach, SC (Hurricane Hugo, September 1989). 
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Measuring Model Performance 

In development of the measures of model performance for field cases, 
emphasis was placed on modeling the response of the dune and foreshore. 
Profile response at the foreshore and dune is important in engineering 
applications of the model, where model estimates of erosion are used to 
determine the effects of storms on structures and property adjacent to the 
shoreline.  For this study, measures of performance were selected based on 
types of information that a field engineer requires in the assessment of storm 
damage.  These measures include volume change at the foreshore, recession of 
a specified contour, and landward storm intrusion (Figure 34). 

Volume change 

Volume change at the foreshore is computed as the net gain or loss in 
volume per unit beach width above some specified elevation.  In this study, 
the reference elevation for volume calculations was set to the National 
Geodetic Vertical Datum (NGVD) which approximately corresponds to mean 
sea level at the selected field sites. The measure of volume change is useful in 
identifying how effective SBEACH models erosion of the subaerial beach, 
which is important in defining volume requirements for beach-fill operations. 
Volume change is not always a reliable measure of model accuracy in 
predicting storm erosion, however.   Some post-storm measured profiles include 
berm features indicating that a significant amount of beach recovery occurred 
between the end of erosive wave conditions and the time of the post-storm 
survey.  In such cases, calculation of volume change with the data could 
underestimate the amount of erosion that was produced by the storm and 

1.5- 

Distance  (m) 

Figure 34.   Definition of model performance measures at the foreshore 
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predicted by SBEACH. Thus, the presence of post-storm recovery berms must 
be considered when evaluating model performance with this measure. 

Contour recession 

Measuring the horizontal recession of a specified contour allows an 
assessment of how well SBEACH models the erosion of a given feature (such 
as a dune or berm) on the beach profile.   Contour recession also provides 
information on the loss of beach width resulting from a storm.  For this study, 
a representative beach contour located between the reference elevation 
(NGVD) and the dune crest was identified for each field case. Recession of 
the selected contour from its initial position on the profile was determined 
from the data and compared with simulation results. 

Landward storm intrusion 

Another measure of beach profile change at the foreshore is the extent of 
landward storm intrusion.  Landward storm intrusion is defined as the land- 
ward limit of some specified depth of profile erosion.  In this study, an erosion 
depth of 0.3 m was employed for all cases. The measure of storm intrusion is 
often employed in beach-fill design to quantify the landward extent of 
potential structural damage caused by erosion and undermining.  All measures 
of landward storm intrusion presented in this report are referenced to the 
horizontal position of the vertical datum (NGVD) on the initial beach profile. 

General Procedure 

Evaluation of model performance in simulating beach erosion followed a 
general procedure for each field case study.  Model simulations were first 
performed using default calibration parameter values.  The model was then 
calibrated to a single representative beach profile and applied to the remaining 
profiles.  Default and calibrated model results were compared with data using 
visual inspection and the measures of performance described previously. 

Default simulations 

The field case studies began with default simulations of beach profile 
response for all profiles and storms at each study site, using the default values 
of the calibration parameters {K = 1.75 x 10'6 m4/N, e = 0.002 m2/s, and 
DFS = 0.3 m).   Input to the model included the pre-storm beach profile, 
median sediment grain size, and time histories of wave conditions and water 
levels. 
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Model calibration 

Upon completion of the default simulations, a representative profile for 
each field site was selected and SBEACH was calibrated to the profile. 
Factors considered in selecting a representative profile included profile shape, 
mass conservation during the storm, relative position along the beach, 
proximity to coastal structures, and accuracy of default simulation results with 
respect to other profiles. 

Model calibration followed a procedure similar to that used for the 
laboratory case studies.  The calibration parameters were adjusted 
systematically to improve agreement between the simulated and measured 
profiles.   Calibration efforts focused on achieving best agreement at the 
foreshore, while providing reasonable results in the offshore portion profile. 
Visual inspection and statistical measures were employed to determine the 
optimum calibration.  The calibrated model was applied to the remaining 
profiles of each corresponding case study. 

The time interval of measured wave information used in the simulations 
varied in range from 1 to 4 hours.  Wave input to the model was interpolated 
between measured values at each model time-step.  During calibration, the 
influence of temporal variability in wave height was investigated by randomly 
varying the input wave height at each time-step within a small predefined 
percentage of the interpolated value (e.g., within ± 10 percent).   This 
technique has been used in previous field studies to better represent the natural 
time variation of wave conditions (Larson, Kraus, and Byrnes 1990).   The 
method enables simulation of smoother, more realistic profile features as 
observed in the field.  No wave variability was employed in the default 
simulations. 

Comparison of default and calibrated simulations 

The measures of performance outlined in this chapter were applied to the 
simulation results to quantify model performance using default parameters and 
improvements gained through calibration.   In addition to quantitative measures, 
visual inspection of the profiles was used to assess the general performance of 
the model.  Appendix B presents a full record of measured and simulated 
results for all profiles and storms examined in the field case studies. A 
summary of the analysis for each case is presented below. 

Ocean City, MD 

From late October 1991 to early January 1992, the beach at Ocean City, 
MD, was impacted by a series of severe storms.  The series of storms, which 
included the 30 October 1991 "Halloween storm," 11 November 1991 storm, 
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and 4 January 1992 storm, caused extensive erosion of the constructed fore- 
shore and dune at Ocean City. A major beach nourishment project had just 
been completed at Ocean City as a joint effort of the U.S. Army Corps of 
Engineers, the state of Maryland, Worcester County, and the Town of Ocean 
City (Grosskopf and Stauble 1993).  As part of the project monitoring effort, 
sled surveys were performed to collect beach profile data at ten locations along 
the shoreline.  These profile data enabled the analysis of the erosional effects 
of the series of storms. Measurements of local wave conditions and water lev- 
els from an offshore gauge together with grain size distribution measurements 
provided a comprehensive set of high-quality data for application of SBEACH. 
Figures 35-37 present the wave and water elevation time histories recorded by 
the offshore gauge and used as input to SBEACH for each storm.  The wave 
gauge was located outside the surf zone at a depth of approximately 10 m. 
Based on results of sediment analyses performed during the monitoring 
program, a median sediment grain size of 0.35 mm was selected as a 
representative value for all beach profiles.  Further details on the beach-fill 
project and monitoring program at Ocean City are provided by Stauble et al. 
(1993).  Impacts of the storms at Ocean City are discussed in a special issue of 
Shore and Beach (Vol. 61 No. 1, 1993). 

Default simulations 

Halloween storm.  As shown in Figure 35, the Halloween storm produced 
high waves and water levels at Ocean City for approximately 4 days, with a 
peak significant wave height of about 3 m and a peak water elevation of about 
1.5 m NGVD.  Data for six profile lines were available to model the beach 
response to the storm.  Pre-storm profiles were collected in June 1991 and 
post-storm surveys were performed shortly after the storm.  The June surveys 
were assumed to well represent the condition of the upper beach profile prior 
to the storm, as no other significant erosion events occurred between June and 
October.  Figure 38 presents the total volume change per unit beach width 
calculated between surveys for each profile.  Five profiles exhibited a net loss 
of material while one profile gained material.  The fact that mass was not 
conserved across the profiles indicates that material was redistributed by 
longshore processes between surveys.  It is reasoned that the longshore 
processes primarily affected the subaqueous profile, and changes on the upper 
beach profile and dune were caused mainly by cross-shore processes during the 
storm.  Thus, model results are expected to produce better agreement on the 
upper beach profile than on the offshore portion of the profile. 

Results of default simulations provided reasonable agreement with the data 
for all but one of the profiles.  Figure 39 shows calculation results for 
profile 63 (denoting the profile at 63rd Street) where good agreement was 
obtained above the vertical datum.  Below datum, the measured profile 
exhibits a convex shape with a nearshore step, whereas the calculated profile 
shows a more concave shape with a bar situated offshore.  The measured 
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Figure 35.   Wave height, wave period, and water elevation time-histories 
for the Halloween 1991 storm, Ocean City, MD 
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Figure 36.  Wave height, wave period, and water elevation time-histories 
for the 11 November 1991 storm, Ocean City, MD 
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Figure 37.  Wave height, wave period, and water elevation time-histories 
for the 4 January 1991 storm, Ocean City, MD 
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Figure 38.  Conservation of mass between beach profile surveys for the 
Halloween storm, Ocean City, MD 
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Figure 39.   Result of default simulation of the Halloween storm for 
profile 63, Ocean City, MD 
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beach step may be attributed to onshore movement of material from the bar 
during the waning storm conditions, resulting in recovery of the beach profile 
prior to the surveys.  Another example of default simulation results is shown 
in Figure 40 for profile 103.  In this case, the model significantly 
overpredicted erosion at the foreshore.  This overprediction is likely due to the 
large amount of volume that was gained on the measured profile.   The 
offshore limit of deposition is well matched for this case.  Simulation results 
for the remaining profiles are included in Appendix B. 

November-January storms.  The November-January (NJ) cases involved a 
combined simulation of the 11 November 1991 storm and the 4 January 1992 
storm.  The combination of storms was necessary because beach profile data 
were not available between the two events.  Figures 36 and 37 show the time- 
histories of wave and water level information for the storms. As observed in 
the figures, high waves and water levels lasted approximately 3 days for both 
storms.  The November storm had a peak significant wave height of about 3 m 
and water elevation of about 1.2 m NGVD.  The January storm was much 
more severe, with a peak wave height and water level of 4 m and 2 m NGVD, 
respectively.  Of the three storms included in the study, the January storm 
produced the most damage to the upper beach due to the high surge. 

The beach profiles measured after the Halloween storm served as pre-storm 
profiles for the NJ storm set.  Beach surveys performed shortly after the 
January storm provided post-storm profiles for comparison with model results. 
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Figure 40.   Result of default simulation of the Halloween storm for 
profile 103, Ocean City, MD 
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Figure 41 shows the degree to which mass was conserved between the pre- 
and post-storm surveys.  A large gain in material was observed on profiles 37 
and 103; whereas, mass was conserved reasonably well on the other profiles. 

Measured beach response to the NJ storm series shows that four of the six 
profiles experienced overwash of the dune, and SBEACH produced dune 
overwash in each of the four cases. Figure 42 shows calculation results for 
profile 45, where the magnitude of overwash and dune recession were well 
modeled with the default parameters.  It is noted that although substantial 
erosion occurred at the dune, erosion on the lower foreshore profile was 
minimal.  Simulation results for profile 63 are shown in Figure 43.  In this 
case, the model underestimated the amount of overwash and dune retreat 
observed on the measured profile.  As with profile 45, no erosion occurred at 
the shoreline for this case. Another example from the NJ storm set is shown 
in Figure 44 for profile 56.  In this case, little change was observed across the 
entire subaerial profile in both the measured and modeled results.  These 
results indicate that the subaerial beach at profile 56 was near equilibrium for 
these storm conditions. 

October-January storms.  The October-January (OJ) cases involved 
simulation of the entire series of all three storms for four profile lines which 
did not have intermediate profile data available between the storms.  For these 
cases, pre-storm profiles were available from the June 1991 surveys and post- 
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Figure 41.  Conservation of mass between beach profile surveys for 
the NJ storm series, Ocean City, MD 
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Figure 42.   Result of default simulation of the NJ storm series for profile 45, 
Ocean City, MD 

10 

Q     5 
> 

c 
g 

1 
in   -5 

-10 

Ocean City, MD 
Profile NJ63-Default 

^ 

Pre-storm: 2 NOV 91 

Post-storm: 11 JAN 92 

Calculated 

■          '"'^v - 

"""N^..  

i         ,         i         ,         i i 

100 200 

Distance from Baseline, m 
300 

Figure 43.   Result of default simulation of the NJ storm series for profile 63, 
Ocean City, MD 
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Figure 44.   Result of default simulation of the NJ storm series for profile 56, 
Ocean City, MD 

storm profiles were obtained from the surveys performed after the January 
storm.  Figure 45 shows total volume changes between surveys for the four 
profiles.  Profile 92 gained a substantial amount of volume, whereas material 
was better conserved across the other profiles. 

Figure 46 shows default simulation results for profile 86 of the OJ storm 
set.  Measured dune recession and overwash are well matched by the model. 
The calculation shows deposition of eroded material further offshore than 
observed in the data; however, the berm feature located at the shoreline of the 
post-storm measured profile implies beach recovery occurred prior to the 
survey.  Simulation results for profile 81 are shown in Figure 47.  In this case, 
the model underestimated erosion on the upper profile.  As the eroding dune 
migrated landward during the calculation, the overwash algorithm produced a 
slight increase in elevation of the dune crest not observed in the data. 

Model calibration 

In general, the default simulations produced reasonable agreement with the 
data, although in some cases the model under- or overestimated erosion.  To 
improve calculation results, the model was calibrated to profile 81 of the OJ 
test cases. This case was selected because it involved all three storms, 
exhibited reasonable conservation of mass between profile surveys, and 
resulted in poorer agreement at the dune among the default simulations. 
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Figure 45.  Conservation of mass between beach profile surveys for 
the OJ storm series, Ocean City, MD 
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Figure 46.   Result of default simulation of the OJ storm series for profile 86, 
Ocean City, MD 
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Figure 47.  Result of default simulation of the OJ storm series for profile 81, 
Ocean City, MD 

Improved agreement was achieved for profile 81 by decreasing Ä^frorn 
1.75 x 10"6 m7N to 1.5 x 10'6 m4/N, increasing e from 0.002 m7s to 
0.005 m2/s, and increasing DFS from 0.30 m to 0.50 m.  Wave height 
variation within ± 10 percent was employed in the calibration run.  Figure 48 
shows a comparison of the default simulation and calibrated results together 
with the measured profile.   The calibrated run better matched the recession and 
slope of the foreshore, but the overwash algorithm still produced a mound of 
deposition at the dune crest which was not observed in the data.  Better 
modeling of overwash for this case was obtained in a previous application of a 
developmental version of SBEACH (Wise and Kraus 1993) in which Hmo 

rather than Hrms was used to calculate the landward limit of runup and 
overwash.  In subsequent development of the overwash algorithm and analysis 
with other data, the use of Hmo proved to overestimate runup and overwash in 
most cases, and the model was modified to employ the rms wave height in 
calculating the runup limit (Equation 91).  A probable reason that better 
agreement was achieved with use of Hmo for this case, as well as for profiles 
63 and 74, is that these profiles are located in the area of an erosional 
"hotspot" along the shoreline (Stauble and Kraus 1993).  The hotspot may be 
related to the focusing of wave energy by a shoreface-attached shoal which 
could produce locally higher runup.  Although exact agreement with the 
measured response is not achieved with the present model, Figure 48 
demonstrates that with calibration, improved results were obtained over the 
default simulation. 
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Figure 48.   Results of default and calibrated simulations of the OJ storm 
series for profile 81, Ocean City, MD 

Calibrated simulations 

Simulations of the Halloween storm and the NJ and OJ storm groups were 
performed using the calibration parameters selected above.   Simulation results 
for all cases are presented in Appendix B.  The calibrated runs are summarized 
below by storm group. 

Halloween storm.  Based on visual inspection of results, the calibrated 
runs produced improved agreement over the default simulations for the 
Halloween storm profiles.  An example of improvement is provided in 
Figure 49 which shows a comparison of default and calibrated results for 
profile 45.  Although the amount of foreshore erosion was still underestimated 
for this case, the calibrated results were closer to the measurements.  To 
quantify improvements gained through calibration, the measures of 
performance described above were calculated for default and calibrated runs. 
Figure 50 compares volume change above NGVD for the measured, default 
simulated, and calibrated profiles for each case. Although the default 
simulations generally underestimated loss of volume, the measured trends were 
followed except for profile 103.  The calibrated simulations produced closer 
agreement with the data.  It is noted that profile 103 exhibited a large net 
increase in total profile volume between surveys, which may explain why no 
loss of material occurred above NGVD for this case.  Figure 51 shows 
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Figure 49.  Results of default and calibrated simulations of the Halloween 
storm for profile 45, Ocean City, MD 
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Figure 50.  Comparison of measured and simulated volume change above 
NGVD for the Halloween storm, Ocean City, MD 
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Figure 51.  Comparison of measured and simulated recession of the 1.5-m 
contour for the Halloween storm, Ocean City, MD 

recession of the 1.5-m contour for all cases. In general, the default simulations 
underestimated contour recession, while the calibrated runs provided better 
agreement with the data.  Figure 52 displays the calculated and measured 
storm intrusion of the 0.3-m depth of erosion.  Both the default and calibrated 
results are close to the measured values, with better agreement achieved with 
the calibrated results. 

November-January storms.  Application of the calibrated model to the NJ 
storm set provided improved agreement over the default runs for profiles 63, 
74, and 103.   Slightly less accurate results were obtained for profiles 37, 45, 
and 56, although in these cases the calibrated model still produced reasonable 
agreement.   Figure 53 displays the measured and calculated beach response for 
profile 74, where simulation of dune erosion and overwash was improved with 
the calibrated model.  Figure 54 shows results for profile 45 where the 
calibrated model slightly overestimated erosion of the subaerial beach in 
comparison to the default simulation. To quantify differences between the 
default and calibrated simulations, the three measures of performance at the 
foreshore were calculated for the NJ storm set. As shown in Figure 55, 
volume change above NGVD is modeled fairly well in each case except for 
profile 37 which gained a substantial amount of total volume between surveys 
and profile 103 which exhibited a recovery berm at the shoreline.  Overall, the 
default calculations provided somewhat better results than the calibration runs 
based on this measure of performance.  In calculating contour recession, the 
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Figure 52.  Comparison of measured and simulated storm intrusion for the 
Halloween storm. Ocean City, MD 
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Figure 53.   Results of default and calibrated simulations of the NJ storm 
series for profile 74, Ocean City, MD 
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Figure 54.   Results of default and calibrated simulations of the NJ storm 
series for profile 45, Ocean City, MD 
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Figure 55.  Comparison of measured and simulated volume change above 
NGVD for the NJ storm series, Ocean City, MD 
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2.5-m contour was selected as a representative value for the NJ set. Figure 56 
displays contour recession calculated from the measured and simulated profile 
response. The default simulations provided better agreement for profiles 37, 
45, and 56; while the calibrated model produced improved results for profiles 
63, 74, and 103.  Contour recession was underpredicted for profiles 63 and 74 
which are located in the area of the erosional hotspot. Figure 57 shows 
landward storm intrusion for the NJ storm set. The calibrated model 
accurately simulated landward storm intrusion of the 0.3-m erosion depth for 
all cases except profile 37, where measured vertical erosion was less than 
0.3 m across the entire subaerial profile. 

October-January storms.  The calibration parameters selected for profile 
81 were applied to the remaining three profiles in the OJ storm set.  For these 
cases, the calibrated model generally overestimated erosion at the dune and 
foreshore as illustrated in Figure 58 which shows the measured, default, and 
calibrated profile response for profile 52.  Figures 59-61 display the measures 
of performance at the foreshore for the OJ storm cases. Loss of volume above 
NGVD was overestimated by the model although it is noted that profiles 81 
and 86 included recovery berm features and profile 92 exhibited poor conser- 
vation of total volume between surveys.  Recession of the 2.5-m contour 
(Figure 60) was reproduced fairly well in the default simulations, whereas the 
calibrated model overestimated recession for all cases except profile 81. As 
shown in Figure 61, landward storm intrusion was accurately modeled in both 
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Figure 56.  Comparison of measured and simulated recession of the 2.5-m 
contour for the NJ storm series, Ocean City, MD 
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Figure 57.  Comparison of measured and simulated storm intrusion for the 
NJ storm series, Ocean City, MD 
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Figure 58.   Results of default and calibrated simulations of the OJ storm 
series for profile 52, Ocean City, MD 
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Figure 59.  Comparison of measured and simulated volume change above 
NGVD for the OJ storm series, Ocean City, MD 
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Figure 60.  Comparison of measured and simulated recession of the 2.5-m 
contour for the OJ storm series, Ocean City, MD 
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Figure 61.  Comparison of measured and simulated storm intrusion for the 
OJ storm series, Ocean City, MD 

the default and calibrated simulations except at profile 81, where erosion was 
underpredicted. 

Summary 

Overall, the model performed well in reproducing measured response to 
multiple storms at Ocean City, MD. The default simulations produced 
reasonable agreement in most cases. With calibration to a single profile, 
model results were improved in some cases, but were slightly less accurate 
than the default simulations in other cases. The largest discrepancies between 
calculations and data were associated with profiles for which the conservation 
of mass assumption was poorly satisfied between surveys. Also, the model 
tended to underestimate erosion in the hotspot region.  The measures of 
performance at the foreshore demonstrated that the model provided valid 
estimates of foreshore and dune response in most cases. 

Manasquan and Point Pleasant Beach, NJ 

Point Pleasant Beach and Manasquan are adjacent beaches separated by the 
stabilized Manasquan Inlet on the Atlantic Coast of New Jersey.  Manasquan is 
a relatively narrow beach with short groins spaced at 200 to 300-m intervals, 
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whereas Point Pleasant Beach is wide and includes no littoral traps other than 
the jetty at Manasquan Inlet (Larson, Kraus, and Byrnes 1990). 

A northeaster impacted these two beaches between the dates of 28 and 
30 March 1984 causing severe erosion.  The effects of this storm were 
captured by profile surveys conducted by the U.S. Army Engineer District 
(USAED), Philadelphia, as part of the Corps of Engineers Monitoring 
Completed Coastal Projects (MCCP) Program.   Subaerial profile surveys at the 
two beaches were taken approximately 1 to 2 days before the storm and again 
3 to 4 days after the storm.  Subaqueous profile surveys were taken approxi- 
mately 3 months before and 2 weeks after the storm.  The subaerial and sub- 
aqueous profiles were combined to obtain an approximation of the profile 
before the storm.  Wave data for the northeaster were provided by a waverider 
buoy located at a depth of 15.2 m operated as another element of the MCCP 
Program.   Water level data were obtained through a National Oceanographic 
Service (NOS) maintained tide gauge located near the shoreward side of 
Manasquan Inlet.  The time-histories of the wave and water level data are 
shown in Figure 62.  The storm duration was approximately 2 days with a 
peak significant wave height of about 7 m and a peak water level of about 2 m 
above NGVD.  Additional information on the storm and data collection at 
Point Pleasant Beach and Manasquan, NJ, is presented by Larson, Kraus, and 
Byrnes (1990) and Gebert and Hemsley (1991). 

Sediment grain size was found to vary substantially across the beach profile 
at Manasquan and Point Pleasant Beach.  A characteristic grain size at the 
foreshore and dune was estimated to be approximately 0.50 mm based on 
sediment analyses (Larson, Kraus, and Byrnes 1990).  The median grain size 
on the subaqueous profile was in the range of 0.20 mm.  Because SBEACH 
requires a single grain size as input, a representative value of 0.40 mm was 
chosen for the present simulations. This value falls between that of the dune 
and subaqueous profile but is weighted closer to the grain size of the dune, 
which is the area of focus in the modeling. 

Larson, Kraus, and Byrnes (1990) applied an earlier version of the 
SBEACH model to the Manasquan/Point Pleasant Beach data set using a single 
averaged profile for each site.  In the present study, model simulations are 
performed on an individual profile basis for nine profiles at Manasquan and 
eight profiles at Point Pleasant Beach. 

Default simulations 

Manasquan.  The beach at Manasquan is located on the north side of 
Manasquan Inlet.  Total volume change per unit width of beach for each of the 
nine profile lines surveyed during the data collection is shown in Figure 63. 
Profile Ml was located closest to the inlet jetty and profiles M2 to M9 were 
located to the north along the beach. As shown in Figure 63, mass 
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Figure 62.  Wave height, wave period, and water elevation time-histories for 
the March 1984 storm, Manasquan/Point Pleasant Beach, NJ 
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Figure 63.  Conservation of mass between beach profile surveys for 
the March 1984 storm, Manasquan, NJ 

conservation across the profiles was relatively poor with five of the nine 
profiles exhibiting a gain or loss of more than 100 m3/m.  The large changes 
in volume may be attributed to the relatively long time interval between 
subaqueous profile surveys, longshore effects produced by the inlet and 
structures, or possible survey error in the offshore.   Despite the lack of volume 
conservation on the profiles, the default simulations produced reasonably good 
agreement with the measured response on the upper beach profile.  Figure 64 
shows the measured and modeled beach change for profile M3.  The measured 
recession of the dune is well matched by the calculations. The model pro- 
duced overwash at the dune crest which was not observed in the measure- 
ments.  Such overwash was predicted in varying degrees by the model for the 
different profiles at Manasquan. Figure 65 displays default simulation results 
for profile M4. In this case, the predicted overwash better matches the 
measured response.  Recession of the shoreline at the profile datum is not 
simulated by the model and may have resulted in part from longshore 
processes which produced a net loss of sediment from this profile. 

Point Pleasant Beach. Eight profiles were surveyed at Point Pleasant 
Beach located south of Manasquan Inlet.  Profile PI was closest to the inlet 
jetty and profiles P2 to P8 were spaced to the south along the beach. 
Figure 66 displays the total volume change between surveys for each profile. 
A net loss of volume occurred for seven of the eight profiles surveyed. 
However, the magnitude of changes are less than those observed at Manasquan 
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Figure 64.   Result of default simulation of the March 1984 storm for 
profile M3, Manasquan, NJ 
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Figure 65.   Result of default simulation of the March 1984 storm for 
profile M4, Manasquan, NJ 
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Figure 66.  Conservation of mass between beach profile surveys for 
the March 1984 storm, Point Pleasant Beach, NJ 

indicating better conservation of mass. In comparison to the beach response at 
Manasquan, Point Pleasant Beach experienced more erosion and recession of 
the upper profile.   A prominent ridge was observed at the shoreline on nearly 
all of the post-storm measured profiles at Point Pleasant Beach. This feature is 
assumed to be a recovery berm formed by accretionary waves after the storm. 
Figure 67 displays default simulation results for profile P2.  In this case, the 
model reproduced the measured erosion fairly well.  The slope of the measured 
profile is closely matched by the model both in the offshore and on the beach 
face, except in the region where a recovery berm appears to have formed 
between approximately 0 and 2 m NGVD.  Some overwash was evident in the 
measured response, but the model overestimated the magnitude of material 
transport landward on the dune. Figure 68 displays results for profile P5.  For 
this case, the model underpredicted erosion of the upper profile.  A prominent 
berm is present on the post-storm measured profile up to the 2.5-m contour. 
This berm, apparently produced by post-storm recovery, returned the shoreline 
nearly to its pre-storm location.  Some overwash is evident on the measured 
profile, but none was predicted by the model.  Another example of simulation 
results is shown in Figure 69.  The measured response of profile P7 is similar 
to that of profile P5, but the model better reproduced the erosion in this case. 
As in the other cases, much of the eroded material deposited in the offshore 
during the storm presumably returned to the beach prior to the post-storm 
surveys. 
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Figure 67.   Result of default simulation of the March 1984 storm for 
profile P2, Point Pleasant Beach, NJ 
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Figure 68.  Result of default simulation of the March 1984 storm for 
profile P5, Point Pleasant Beach, NJ 
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Figure 69.   Result of default simulation of the March 1984 storm for 
profile P7, Point Pleasant Beach, NJ 

Model calibration 

Profile M5 at Manasquan was selected as the calibration profile for this 
data set.  This profile was not situated near the inlet and did not exhibit a 
significant recovery feature at the foreshore evident on many of the other 
profiles.  In the process of calibration, the best fit, as defined by minimum rms 
difference between calculated and measured profiles, was obtained with the 
values of K = 1.80 x 10"6 m4/N, e = 0.002 m2/s, DFS = 0.30 m.  Random 
variation of the input wave height within ± 15 percent was employed.  The 
selected calibration parameter values are very close to the default values and 
only minor changes were observed between default and calibrated simulation 
results.  Comparison of the default and calibrated results is provided in 
Figure 70. 

Calibrated simulations 

Manasquan. The above calibration parameters were applied to the 
remaining profiles in the Manasquan data set. As with the calculation for 
profile M5, only minor differences were observed between default and 
calibrated runs for these cases. Figures 71-73 show the measures of 
performance at the foreshore calculated for the default and calibrated runs. In 
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Figure 70.   Results of default and calibrated simulations of the March 1984 
storm for profile M5, Manasquan, NJ 
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Figure 71.  Comparison of measured and simulated volume change above 
NGVD for the March 1984 storm, Manasquan, NJ 
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Figure 72.  Comparison of measured and simulated recession of the 3.75-m 
contour for the March 1984 storm, Manasquan, NJ 
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Figure 73.  Comparison of measured and simulated storm intrusion for the 
March 1984 storm, Manasquan, NJ 
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general, the model tended to overpredict volume loss above NGVD, which 
may be accounted for in part by the presence of recovery berms on the post- 
storm measured profiles.  Figure 72 shows comparison of contour recession 
calculations.  The 3.75-m contour was selected for analysis to represent the 
response of the upper dune.  For most of the profiles, recession was modeled 
to within a few meters of the measured values, with the default simulations 
producing slightly better agreement overall.  As shown in Figure 73, the 
landward extent of erosion was predicted within 5 to 10 m for all profiles. 

Point Pleasant Beach. As with the Manasquan simulations, only minor 
differences were observed between the default and calibrated runs for most of 
the Point Pleasant Beach cases. Figure 74 shows default and calibrated 
simulation results for profile P3, where somewhat larger differences were 
observed in comparison with the other cases. The calibrated run produced 
overwash, whereas no overwash was predicted in the default run.  Also, 
measured beach recession was slightly better matched with the calibrated run 
for this case. Figure 75 displays the simulated and measured volume change 
above NGVD for all Point Pleasant Beach cases. Although predicted volume 
changes are relatively close to measured changes for profiles P3-P5, it is noted 
that the post-storm measured profiles include effects of profile recovery. 
Actual volume losses above NGVD immediately after the storm were likely 
greater than indicated in the measurements, and the simulated results for 
profiles P3-P5 probably represent an underprediction of eroded volume. 
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Figure 74.  Results of default and calibrated simulations of the March 1984 
storm for profile P3, Point Pleasant Beach, NJ 
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Figure 75.  Comparison of measured and simulated volume change above 
NGVD for the March 1984 storm. Point Pleasant Beach, NJ 

Contour recession was calculated at an elevation of +2.75 m NGVD, above the 
crest of the post-storm recovery berm.  Figure 76 shows that the model 
significantly underpredicted recession for profiles P3-P5, while relatively good 
agreement was obtained for profiles P2 and P6-P8. No consistent improve- 
ments were observed for the calibrated versus default simulations. Figure 77 
displays a comparison of measured and simulated landward storm intrusion. 
The measured extent of erosion was predicted to within 15 m for most cases. 
Poorest agreement was exhibited for profile PI which was located closest to 
the inlet jetty. 

Summary 

The default simulations provided reasonable agreement with measurements 
for most of the Manasquan cases. Erosion was significantly underpredicted for 
three of the Point Pleasant Beach cases (P3-P5), while acceptable results were 
obtained for the remaining cases. Measured dune overwash was simulated 
with varying success in both the Manasquan and Point Pleasant Beach cases. 
Some of the differences which were observed between measured and modeled 
profile response may be related to several factors including the presence of 
post-storm recovery berms at the beach face, the substantial variation in 
sediment grain size across the profile, a lack of mass conservation on the 
profile produced by longshore processes, and proximity to and influence of the 
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Figure 76.  Comparison of measured and simulated recession of the 2.75-m 
contour for the March 1984 storm, Point Pleasant Beach, NJ 
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Figure 77.   Comparison of measured and simulated storm intrusion for the 
March 1984 storm, Point Pleasant Beach, NJ 
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inlet and structures.  Model calibration to profile M5 of the Manasquan data 
set was performed with only minor modification of the default calibration 
parameter values. The calibrated simulations produced no net improvements 
over the default runs, indicating that default values of the calibration 
parameters were near optimum for these data. 

Dewey Beach and Rehoboth Beach, DE 

On 10 December 1992, a northeaster attacked the adjacent beaches of 
Dewey Beach and Rehoboth Beach on the east coast of Delaware.  The 
response of the beaches to the storm was captured by profile surveys collected 
by the USAED, Philadelphia, as part of a project feasibility study. Pre-storm 
profiles were measured on 29 October 1992 and post-storm surveys were 
performed shortly after the storm on 18 December 1992.  Wave conditions 
during the storm were recorded by a wave gauge located at a depth of approx- 
imately 9 m off the coast of Dewey Beach. Tide information was available 
from a nearby tide gauge located at Lewes, DE.  Figure 78 displays time- 
histories of the wave and water level information for the storm.  The storm 
had a peak significant wave height of 4 m, a peak water level of approxi- 
mately 2 m NGVD, and a duration of 4 days.  A sediment grain size of 
0.33 mm was used in the model simulations based on beach sediment analyses 
performed as part of the project feasibility study. Additional information on 
the data collection and beach response at Dewey and Rehoboth Beaches is 
presented by USAED, Philadelphia (1995). 

Default simulations 

Dewey Beach.  Pre- and post-storm measurements were available for seven 
profile lines at Dewey Beach. Figure 79 displays volume change between 
surveys for each profile.  All profiles experienced some loss of volume. 
Profile 140 maintained the best mass conservation, while profile 240 showed 
the greatest change in volume with a loss of 120 m3/m.  The default simu- 
lations provided close agreement with measured beach changes above NGVD 
for all seven profiles.  Figures 80-82 provide examples of default simulation 
results for three cases with different initial beach profile configurations.  As 
shown in Figure 80, the pre-storm beach at profile 100 had a relatively flat 
berm at 2 m NGVD backed by a small dune. Both the post-storm measured 
and calculated profiles showed extensive erosion of the berm and dune with 
material deposited offshore.   The calculation produced more erosion of the 
nearshore profile below NGVD than observed in the measurements; however, 
some eroded material deposited in the bar may have returned to the nearshore 
prior to the post-storm survey. No recovery of the beach above NGVD was 
evident.  Figure 81 shows simulation results for profile 140.  In this case, the 
pre-storm beach had a peaked berm that was backed by a higher dune with a 
crest at 5 m NGVD.  The storm produced extensive erosion of the berm and 
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Figure 78.  Wave height, wave period, and water elevation time-histories for 
the December 1992 storm, Dewey Beach/Rehoboth Beach, DE 
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Figure 79.  Conservation of mass between beach profile surveys for 
the December 1992 storm, Dewey Beach, DE 
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profile 100, Dewey Beach, DE 

Chapter 5  Field Case Studies 
113 



10 

Q 
> 

c 
g 

I 
© 

LU 

-10 
-50 

Dewey Beach 
Profile 140-Default 

/\ 

Pre-storm: 29 OCT 92 

Post-storm: 18 DEC 92 

Calculated 

""^z     \ 

 1 1- i      I      ,      I      ,      I      ,      I      ,      I      , 

50 100 150 200 

Distance from Baseline, m 
250 300 

Figure 81.   Result of default simulation of the December 1992 storm for 
profile 140, Dewey Beach, DE 
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Figure 82.   Result of default simulation of the December 1992 storm for 
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relatively minor erosion of the dune. The measured response of the berm and 
dune was accurately simulated by the model, including magnitude and land- 
ward extent of erosion.  As with profile 100, the model produced more erosion 
at the nearshore profile below NGVD than observed in the measurements. 
Calculation results for profile 240 are displayed in Figure 82.  In this case, the 
elevation of the dune crest was approximately 7 m NGVD.  The model slightly 
underestimated measured recession at certain elevations on the berm and dune, 
but overall erosion above NGVD was well simulated. 

Rehoboth Beach. Rehoboth Beach is located to the north of Dewey Beach 
along the Delaware Coast.  Survey data for eight profile lines at Rehoboth 
Beach were available to model beach response to the December 1992 storm. 
Figure 83 displays the volume changes between pre- and post-storm surveys 
for each profile line.  Mass conservation was satisfied fairly well on four of 
the profiles, while the remaining profiles exhibited a loss of volume of 
between approximately 40 and 60 m3/m. An example of default simulation 
results is shown in Figure 84 for profile 131. The pre-storm beach had a berm 
near the shoreline which was backed by a higher dune.  The model predicted 
complete erosion of the berm and partial erosion of the dune.  The 
measurements showed similar erosion of the berm and dune above the 1-m 
NGVD contour.  Differences between measurements and calculations below 
the 1-m NGVD contour may be attributed to beach recovery which is indicated 
by the convex shape of the measured post-storm profile in the vicinity of the 
pre-storm berm.  Profiles 117, 122, and 200 of the Rehoboth Beach data set 
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Figure 83.  Conservation of mass between beach profile surveys for 
the December 1992 storm, Rehoboth Beach, DE 
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Figure 84.   Result of default simulation of the December 1992 storm for 
profile 131, Rehoboth Beach, DE 

included seawalls which influenced beach response during the storm.  To 
simulate these cases, seawalls were implemented in SBEACH at the nearest 
calculation cell corresponding to the actual location of the seawall on the 
profile.  An example of simulation results for a seawall case is shown in 
Figure 85 for profile 117.  Erosion of the berm was modeled reasonably well, 
accounting for possible beach recovery in the measured profile.  However, the 
model overpredicts the amount of erosion directly in front of the seawall 
(between approximately the 0 and 12 m distance from the baseline).   Similar 
overprediction of erosion was observed in the other seawall cases, as well.  A 
final example of default simulations is shown in Figure 86 for profile 236.  In 
this case, erosion of the berm was well modeled, but dune erosion was 
underestimated.  Unlike the other Rehoboth Beach cases, the post-storm 
measured profile for this case showed no evidence of recovery above NGVD. 
The lesser amount of beach recovery apparent on profile 236 may be related to 
the fact that this profile exhibited the largest net loss of volume between 
surveys (Figure 83). 

Model calibration 

Although default model predictions of beach and dune erosion were 
generally very close to the measurements, calibration of the model was 
performed to determine if improvements could be made to the simulations. 
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Figure 85.   Result of default simulation of the December 1992 storm for 
profile 117, Rehoboth Beach, DE 
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Profile 140 of the Dewey Beach set was chosen for calibration due to the 
relatively small loss of volume over the entire profile and representative shape 
of the berm and dune.  Best numerical fit was achieved with the following 
values of the calibration parameters:  K= 1.90 x 10"6 m4/N, e = 0.001 m2/s, 
and DFS = 0.20 m.  Variation of the input wave height within ± 10 percent 
was employed.  Figure 87 shows a comparison of the default and calibrated 
results for profile 140.  Only minor differences are observed between the two 
calculated profiles.   The calibrated run produced a slightly better match of the 
measured profile across the beach face.  In the offshore, the calibrated run 
produced a more defined bar and trough as a result of the higher value of K 
and lower value of e. 

Calibrated simulations 

Dewey Beach. The calibration of the model to profile D140 resulted in 
only minor changes from the default simulations producing slightly better 
agreement in some cases and slightly poorer agreement in others.  Plots 
comparing the measures of model performance for the default and calibrated 
simulations are given in Figures 88-90.  In Figure 88, the overprediction of 
volume loss for profiles 115 and 140 may be attributed to profile recovery 
which occurred above NGVD.  Underprediction of volume loss for profiles 
220 and 240 resulted from incomplete simulation of measured dune erosion. 
Volume changes for the remaining profiles were modeled within 5 m3/m. 

10 

> 
z 

c 
o 

1 
111 -5 

-10 
-50 

Dewey Beach 
Profile 140-Default and Calibrated 

• 
Pre-storm:29 0CT92 

Post-storm: 18 DEC 92 

Default - s V 
:        ^V-^\ Calibrated 

^-— \ 

^=^> ~-**^ 
. \^rv.../A 
. ^•cx   \ 

- \^-., 

I i.i, 

50 100 150 200 

Distance from Baseline, m 
250 300 

118 

Figure 87.   Results of default and calibrated simulations of the 
December 1992 storm for profile 140, Dewey Beach, DE 
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Figure 88.  Comparison of measured and simulated volume change above 
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Figure 90.  Comparison of measured and simulated storm intrusion for the 
December 1992 storm, Dewey Beach, DE 

Figure 89 displays measured and simulated recession of the 1.5-m NGVD 
contour corresponding to the elevation of upper berm on the pre-storm 
profiles.  Figure 90 shows the measured and simulated storm intrusion.  Both 
contour recession and the landward extent of erosion were well predicted by 
the model for all profiles.  No distinct trends were observed regarding 
differences between default and calibrated results. 

Rehoboth Beach.  As with the Dewey Beach cases, no significant 
improvements over the default simulations were gained from applying the 
calibrated model to the Rehoboth Beach data set.  Plots of the measures of 
performance at the foreshore are given in Figures 91-93 for the Rehoboth 
Beach cases. Figure 91 displays volume change above NGVD.  The model 
overestimated the measured loss of volume in all cases except for profile 236. 
However, with the exception of profile 236, the modeled results closely follow 
the trends in the measurements, further indicating that the differences may be 
related to beach recovery which occurred prior to the post-storm surveys. 
Figure 92 compares simulated and measured recession of the 2-m NGVD 
contour selected to represent the elevation of the upper berm.   Figure 93 
displays calculations of the landward extent of storm erosion.  Measures of 
profile recession and landward storm intrusion both indicate good agreement 
between the simulated and measured beach response for most cases. 
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Figure 91.  Comparison of measured and simulated volume change above 
NGVD for the December 1992 storm, Rehoboth Beach, DE 
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Figure 92.  Comparison of measured and simulated recession of the 2.0-m 
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Figure 93.   Comparison of measured and simulated storm intrusion for the 
December 1992 storm, Rehoboth Beach, DE 

Summary 

SBEACH performed well in reproducing the response of the upper beach 
and dune for nearly all cases in the Dewey Beach and Rehoboth Beach data 
sets. The greatest deviations between the measured and modeled profiles were 
found below NGVD and appeared to be related to potential beach recovery 
occurring prior to the collection of post-storm profile surveys.  For the cases at 
Rehoboth Beach which included seawalls, the model tended to overpredict the 
amount of erosion at the base of the seawall. Measures of performance at the 
foreshore showed that application of the model using default calibration 
parameter values provided as good agreement as application of the model 
when calibrated to a single profile.   This indicates that the default values were 
near optimum for the data at Dewey Beach and Rehoboth Beach. 

Debidue Beach and Myrtle Beach, SC 

On 22 September 1989, Hurricane Hugo made landfall near Charleston, SC. 
Beaches along the coast of South Carolina to the north of the eye of the 
hurricane were exposed to strong onshore winds and high waves and water 
levels.  The severe erosional effects of Hurricane Hugo were captured by 
beach surveys performed by Coastal Science and Engineering, Inc. and the 
U.S. Army Corps of Engineers, Waterways Experiment Station, Coastal 
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Engineering Research Center (Stauble et al. 1990).  Beach profile data 
collected at Debidue Beach and Myrtle Beach in June 1989 provided pre-storm 
profiles for use in modeling beach response to Hurricane Hugo.  Post-storm 
profile surveys were collected within a week of the passing of the hurricane. 
A single profile line at each site was available for use in the present study. A 
median grain size of 0.20 mm was employed in the simulations as a 
representative value for both beaches (Glover and Hales 1991).  Additional 
information on profile data collection and impacts of Hurricane Hugo on the 
coast of South Carolina is presented in a special issue of the journal 
Shore and Beach (Vol. 58 No. 4, 1990). 

Water surface elevations during Hurricane Hugo were recorded by a tide 
gauge located in Winyah Bay, approximately 10 miles (16 km) south of 
Debidue Beach and 40 miles (64 km) south of Myrtle Beach (Garcia, Jarvinen, 
and Schuck-Kolben 1990).  These tide gauge data represented the best avail- 
able estimates of water level variations produced by the hurricane at both 
beaches.  Actual storm surge (not counting wave setup and runup) at the study 
sites was probably somewhat lower than the measurements since the beaches 
were located farther north away from the center of the storm.  Due to lack of 
wave gauge measurements, wave hindcast information was used as input to 
SBEACH. As part of a previous study of Hurricane Hugo, wave hindcast 
information was generated at several locations along the coast (Glover and 
Hales 1991).  To account for spatial variation in wave conditions, wave infor- 
mation from different hindcast stations was used for the two beaches.  Figures 
94 and 95 display hindcast wave height and period and measured water level 
time histories for Debidue Beach and Myrtle Beach, respectively.  According 
to the wave hindcast, the peak significant wave height was approximately 6 m 
at Debidue Beach and 4 m at Myrtle Beach. The differences in hindcast wave 
conditions at the two sites were related primarily to distance from the center of 
the hurricane.   As shown in Figures 94 and 95, the maximum water elevation 
measured at the Winyah Bay tide gauge was just under 2.5 m NGVD. 

Default simulations 

The SBEACH model was applied to each site using default values of the 
calibration parameters.  Results of the default simulation at Debidue Beach are 
presented in Figure 96.  Based on the pre- and post-storm beach surveys, the 
profile at Debidue Beach gained approximately 4 m3/m of material.  As shown 
in Figure 96, the model reproduced measured erosion of the small berm on the 
beach face, but underpredicted erosion of the wide foredune.  Also, the model 
predicted more overwash of material at the foredune than was measured. Both 
the measured and calculated profiles displayed no erosion of the higher dune 
backing the foredune.  Below NGVD, model results showed deposition of 
eroded material farther offshore than observed on the post-storm profile. 
Figure 97 shows default simulation results for the Myrtle Beach case, where 
the profile lost approximately 25 m3/m between surveys. The shape of the 
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Figure 94.  Wave height, wave period, and water elevation time-histories for 
Hurricane Hugo, Debidue Beach, SC 
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Figure 95.  Wave height, wave period, and water elevation time-histories for 
Hurricane Hugo, Myrtle Beach, SC 
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Figure 97.   Result of default simulation of Hurricane Hugo, 
Myrtle Beach, SC 
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measured post-storm beach profile is matched fairly well by the calculations, 
but the model underpredicts the magnitude of erosion at the dune and 
foreshore. 

Model calibration and calibrated simulations 

The profile at Debidue Beach was selected for calibration based on better 
conservation of mass on the profile, and relative proximity of Debidue Beach 
to the tide gauge at Winyah Bay. Calibration of the model resulted in the 
following values: K = 2.50 x 10"6 m4/N, e = 0.005 m2/s, DFS = 0.30 m. 
Figure 98 shows results of the calibrated model for the Debidue Beach case. 
Although improvements were achieved over the default simulation, the 
calibrated model still underpredicted erosion of the foredune, despite selection 
of maximum values of K and e within the recommended ranges.  Predicted 
erosion at the berm and overwash of material over the foredune were greater 
than measured.  The discrepancies in modeling dune erosion and overwash for 
this case could be related to the relatively wide and flat shape of the foredune 
in contrast to the narrower, more-peaked dunes which were studied in 
development of the overwash algorithm.  Figure 99 displays results of the 
calibrated simulation for the Myrtle Beach profile.   In this case, the calibrated 
model produced good agreement with measured erosion across the entire beach 
face except at the upper limit of the dune where erosion was underpredicted. 
The measures of model performance for the Debidue Beach and Myrtle Beach 
simulations are summarized in Table 3.  Although volume change above 
NGVD was well modeled in the calibrated runs, the distribution of eroded 
volume did not match the post-storm measurements, as discussed above. 
Recession of the 3.5-m contour (corresponding to the elevation at the upper 
foredune) was underpredicted at Debidue Beach, but was accurately simulated 
at Myrtle Beach.  Landward storm intrusion, defined by 0.3 m of vertical 
erosion, was predicted within 5 m by the calibrated model in both cases. 

Summary 

Application of SBEACH with limited data of beach response to Hurricane 
Hugo showed that the model underpredicted the measured erosion using 
default values of the calibration parameters.  Agreement was improved through 
calibration by selecting the maximum recommended values of the calibration 
parameters K and e.  However, in the case of Debidue Beach, the calibrated 
model still produced incomplete erosion of the foredune. Underprediction of 
erosion by the model may be related to deficiencies in simulating foreshore 
transport and overwash for certain beach configurations.  Discrepancies 
between measurements and modeled results could also be related to inadequate 
representation of local storm conditions at the field sites by the wave hindcast 
and tide gauge information. 
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Table 3 
Measures of Model Performance at the Foreshore for 
Hurricane Hugo Simulations 

Measure of 
Performance 

Debidue Beach Myrtle Beach 

Default Calibrated Measured Default Calibrated Measured 

Volume change 
above NGVD (m3/m) 

-30 -49 -49 -33 -52 -47 

Recession of 3.5-m 
contour (m) 

17 22 31 8 11 11 

Landward storm 
intrusion (m) 

84 86 88 72 73 78 
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6    Summary and Conclusions 

The SBEACH numerical simulation model was developed for engineering 
use in predicting storm-induced beach change produced by breaking waves 
and varying water levels.  Original formulation of the model involved study of 
LWT data describing beach profile change under monochromatic waves, and 
included model tests with field data as discussed in previous reports (Larson 
and Kraus 1989a, Larson, Kraus, and Byrnes 1990).  In the present report, a 
random wave model and modified sediment transport relationships were 
developed for SBEACH to improve calculation of beach response to random 
waves.  The modified version of SBEACH was validated with profile change 
data from the SUPERTANK project and with several high-quality data sets 
describing storm-induced erosion in the field.  Overall, the model performed 
well in simulating measured erosion in the laboratory and field case studies. 

The monochromatic wave model previously included in SBEACH was 
modified to account for variation in wave heights of a random wave field. 
The random wave model was developed under the assumption that 
transformation of random waves across the profile can be described by 
superimposing the effects of a large number of individual waves representing 
the random wave field.   The model was formulated such that transformation 
of only one representative wave height is required for a given incident random 
wave condition.  A Rayleigh distribution was employed in the model to 
characterize random waves outside the surf zone where wave breaking is 
negligible.  Inside the surf zone, the wave model computes transformation of 
random wave properties across the profile, including the effects of wave 
re-formation.  Calculations from the random wave model were validated with 
laboratory and field data. 

Sediment transport relationships for calculating profile change under 
random waves were developed based on transport relationships previously 
derived from monochromatic wave tests.  Separate relationships were 
formulated to calculate the transport rate under broken and nonbroken waves. 
The transport rate under broken waves was expressed as a function of wave 
energy dissipation in excess of an equilibrium energy dissipation. Transport 
under nonbroken waves was represented by an exponential decay with distance 
seaward from the breakpoint.  The net transport rate under random waves is 
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calculated in the model by superimposing transport rates of individual broken 
and nonbroken waves across the beach profile.  A refined relationship for 
calculating the transport rate in the swash zone was derived based on a sche- 
matic description of sediment transport processes across the foreshore.  An 
algorithm for simulating beach change produced by dune overwash was also 
developed. 

The SUPERTANK laboratory project provided an extensive collection of 
data describing cross-shore beach change under various wave conditions for 
different profile configurations.  Model validation was performed for 23 
SUPERTANK cases, involving both random and monochromatic waves.  In 
general, simulation of the SUPERTANK cases with default calibration 
parameters resulted in overprediction of erosion. Through a single model 
calibration, good agreement between calculations and measurements was 
achieved for the random wave cases.  A separate calibration was required to 
obtain satisfactory results for the monochromatic wave cases.  Model 
performance was measured through calculation of statistical fit parameters 
across the entire profile and at the foreshore and bar.  The model was also 
validated using data from a laboratory test conducted at the University of 
Hannover, Germany. 

SBEACH was evaluated in field case studies using high-quality data 
describing severe beach erosion at seven different sites for six storms. 
Assessment of model performance focused on the capability of the model to 
predict erosion of the berm and dune.  Model performance was quantified by 
comparing measured and calculated volume change, profile recession, and 
landward extent of erosion. The model was applied to all field data sets using 
default calibration parameter values.  The model was then calibrated to a 
single case from each data set and applied to the remaining cases.  Overall, 
the model satisfactorily reproduced measured beach erosion for various initial 
beach profile shapes and storm conditions. In case studies of storm-induced 
erosion at Ocean City, MD; Manasquan and Point Pleasant Beach, NJ; and 
Dewey Beach and Rehoboth Beach, DE; application of the model with default 
values of the calibration parameters produced good overall agreement with 
measurements.  Model calibration for these case studies improved agreement 
for some individual profiles; but, in general, default parameter values were 
found to be near optimum for these data sets.  In simulating the beach 
response to Hurricane Hugo at Debidue Beach and Myrtle Beach, SC, erosion 
was underpredicted with the default parameters, while model calibration 
produced better agreement with the data. 

Evaluation of SBEACH with laboratory and field data demonstrated model 
effectiveness in simulating beach erosion, but also identified several areas 
requiring further research and model refinement.  Recent model enhancements 
presented in this report included refined calculation of swash zone transport 
and simulation of dune overwash. While these algorithms provided good 
agreement with many of the laboratory and field cases, an improved 
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description of foreshore sediment transport processes and dune overwash is 
required to more accurately model the details of beach and dune response over 
a wide range of conditions. For example, the dune overwash algorithm 
included in SBEACH was developed and validated with field data describing 
overwash of relatively narrow and peaked dunes.  In the present study, model 
predictions of overwash were less successful for cases involving broad-crested 
dunes.  A better understanding of swash zone processes will enable more 
accurate and robust modeling of foreshore and dune response through 
development of formulations that are less site- or condition-specific. 

Another important area for further research is the description of onshore 
sand transport and berm development.  The present version of SBEACH does 
not have the capability to accurately model accretionary processes observed in 
the field.  The post-storm recovery phase must be reproduced to accurately 
model measured profile response across the entire profile, since post-storm 
field surveys are typically performed after some beach recovery has already 
occurred. Accurate modeling of onshore transport and beach recovery is 
important for longer term (seasonal) assessment of beach fill performance and 
maintenance volume requirements.  Calculation of accretion is also important 
to predicting response of mounds placed in the offshore.  Evaluation of 
SBEACH with SUPERTANK data showed that the model was less successful 
in modeling profile response for cases involving offshore mounds.  The 
influence of mounds on beach change at the shoreline as well as onshore 
movement of material placed in mounds requires further study.  Present 
specification in SBEACH of a single representative grain size for the entire 
profile limits model applicability in some cases.  For example, material placed 
in an offshore mound or beach fill may have a significantly different median 
grain size than the native beach.  The inclusion of a variable grain size across 
the beach profile in SBEACH will improve simulation of profile response in 
such cases. 

Many coastal regions are characterized by beaches not comprised entirely 
of sand.  Estimation of storm-induced erosion is difficult in these 
environments where features such as reefs, bedrock, or clay substrate 
influence the response of the beach profile.  SBEACH has been developed for 
use with completely sandy profiles, and cannot presently treat nonerodible 
hard bottoms.  Study of beach response in hard-bottom environments and 
subsequent modification of SBEACH are required to provide such a 
capability.  A related area of study is the influence of seawalls on beach 
response.  In application of SBEACH in the present study to cases involving 
seawalls, the model qualitatively reproduced measured response but tended to 
overestimate the magnitude of erosion in front of the seawall. Also, the 
present model does not calculate erosion on the landward side of a seawall 
which may occur during extreme events when the seawall is overtopped. 
Improved simulation of sediment transport and beach response over non- 
erodible boundaries and at structures such as a seawalls will enable more 
versatile application of the model. 

Chapter 6   Summary and Conclusions 
133 



Field data of beach erosion collected immediately before, during, and after 
storms provide information essential to evaluating model reliability and 
improving individual algorithms within the model.  Field case studies 
presented in this report included the best available data suited for evaluating 
model predictions of beach and dune erosion.  Broader collection and 
publication of high-quality data of storm-induced beach response in various 
physical environments and geographic regions will enable further model 
validation and will provide greater confidence in model predictions over a 
range of applications. 
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Table A1 
Test Conditions for SUPERTANK Case Studies 

Case Wave Type 
H, 
(m) 

T 
(sec) 

Duration 
(min) 

SUPERTANK 
Run IDs Comments 

Equilibrium Erosion 

P1A RANDOM 0.8 3.0 270 

A0509A 
A0510A 
A0512A 
A0515A 
A0517A 

P1D RANDOM 0.8 4.5 274 

A0709A 
A0710A 
A0711A 
A0713A 
A0715A 
A0715A 

P1E1 RANDOM 0.8 4.5 170 

A0808A 
A0809A 
A0812A 
A0814A 
A0815A 

P1E2 MONOCHROMATIC 0.8 4.5 40 
A0816A 
A0817A 

P1F 

RANDOM 0.8 6.0 40 A0908A 

RANDOM 0.5 5.0 40 A0910A 

RANDOM 0.7 3.0 40 A0911A 

RANDOM 0.9 3.0 40 A0912A 

RANDOM 0.9 4.5 40 A0914A 

RANDOM 0.7 5.0 40 A0915A 

P2B7 RANDOM 0.8 3.0 40 A1315A 

PGA MONOCHROMATIC 0.8 3.0 210 

S0414A 
S0415A 
S0416A 
S0417A 
S0418A 
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Table A1 (Continued) 

Case Wave Type 
H. 
(m) 

T 
(sec) 

Duration 
(min) 

SUPERTANK 
Run IDs Comments 

Oune Erosion 

P5A 

RANDOM 0.8 3.0 30 
A2208A 
A2209A 

Water level increase of 0.3 m 
att = 90 min 

RANDOM 0.8 4.5 30 A2209B 

RANDOM 0.8 6.0 30 A2210A 

RANDOM 0.8 3.0 30 A2213B 

RANDOM 0.7 4.5 30 A2214A 

RANDOM 0.7 6.0 30 A2215A 

P6A 

RANDOM 0.7 3.0 60 
A2308A 
A2308B 
A2309A 

Water level increase of 
0.15 m at t=120 min 

RANDOM 0.7 4.5 60 
A2310A 
A2311A 
A2311B 

RANDOM 0.5 6.0 60 
A2313B 
A2315A 
A2316A 

Foredune Erosion 

PAA RANDOM 0.7 3.0 10 A2816B 

Berm Flooding 

P9A RANDOM 0.7 3.0 50 
A2809B 
A2810A 
A2811A 

PDA1 RANDOM 0.7 3.0 60 
S0309A 
S0310A 
S0311A 

Seawall 

P7A RANDOM 0.7 4.5 70 
A2609A 
A2610A 
A2610B 

P7B 

RANDOM 0.7 4.5 30 A2612B 
A2613A 
A2614A 
A2615A 

RANDOM 1.0 4.5 60 
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Table A1 (Continued) 

Case Wave Type 
H, 
(m) 

T 
(sec) 

Duration 
(min) 

SUPERTANK 
Run IDs Comments 

P7C 

RANDOM 0.8 4.5 10 A2617B 

RANDOM 0.7 4.5 40 
A2618A 
A2618B 

P7D RANDOM varied 4.5 210 

A2609A 
A2610A 
A2610B 
A2612B 
A2613A 
A2614A 
A2615A 
A2617B 
A2618A 
A2618B 

Combined simulation of cases 
P7A-P7C including water level 
increase of 0.15 m at 
t = 70 min and additional 
increase of 0.3 m at 
t=160 min 

P8A1 RANDOM 0.7 4.5 100 
A2708A 
A2708B 
A2709A 

P8A2 MONOCHROMATIC 0.7 4.5 60 
A2710A 
A2711A 

PCA 

RANDOM 0.8 3.0 120 

S0210A 
S0211A 
S0214A 
S0214B 

Water level increase of 0.3 m 
at t = 60 min 

RANDOM 0.4 3.0 40 S0216A 

RANDOM 0.4 8.0 40 S0217A 

Narrow-Crested Mound 

PJA RANDOM 0.7 3.0 150 

S0913A 
S0914A 
SO   I5A 
S0916A 

PJC MONOCHROMATIC 0.7 3.0 190 

S1014A 
S1015A 
S1015B 
S1016A 
S1018A 
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Table A1 (Concluded) 

H. T Duration SUPERTANK 

Case Wave Type (m) (sec) (min) Run IDs Comments 

Broad-Crested Mound 

S1208B 
S1209A 

PKA RANDOM 0.7 3.0 220 S1209B 
S1210A 
S1212A 

S1307B 
S1308A 

PKC MONOCHROMATIC 0.7 3.0 190 S1309A 
S1310A 
S1311A 
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Table A2 
Statistical Fit Parameters for SUPERTANK Case Studies 

Case Profile Range 

Default Calibrated 

RMS Residual RMS Residual 

Equilibrium Erosion 

P1A 

TOTAL 0.14 1.14 0.06 0.18 

FORESHORE 0.17 0.74 0.04 0.04 

BAR 0.20 1.14 0.11 0.36 

P1D 

TOTAL 0.17 5.00 0.09 1.42 

FORESHORE 0.23 7.37 0.09 1.20 

BAR 0.18 2.54 0.14 1.56 

P1E1 

TOTAL 0.13 2.63 0.10 1.46 

FORESHORE 0.15 1.04 0.14 0.90 

BAR 0.19 13.88 0.13 6.38 

P1E2 

TOTAL 0.08 1.64 0.09 1.85 

FORESHORE 0.04 1.95 0.07 6.13 

BAR 0.15 1.66 0.15 1.65 

P1F 

TOTAL 0.14 4.03 0.08 1.56 

FORESHORE 0.12 4.24 0.07 1.24 

BAR 0.22 3.91 0.14 1.67 

P2B7 

TOTAL 0.05 1.09 0.03 0.33 

FORESHORE 0.03 6.11 0.02 3.44 

BAR 0.10 0.99 0.05 0.26 

PGA 

TOTAL 0.11 1.07 0.13 1.35 

FORESHORE 0.12 0.66 0.23 2.47 

BAR 0.16 1.15 0.15 1.07 

Dune Erosion 

P5A 

TOTAL 0.11 0.63 0.08 0.31 

FORESHORE 0.10 0.14 0.12 0.20 

BAR 0.16 4.06 0.09 1.34 
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Table A2 (Continued) 

Case 

Default Calibrated 

Profile Range RMS Residual RMS Residual 

Dune Erosion (continued) 

P6A 

TOTAL 0.12 0.70 0.06 0.18 

FORESHORE 0.15 0.40 0.07 0.08 

BAR 0.17 102.26 0.10 2.82 

Foredune Erosion 

PAA 
TOTAL 0.03 0.13 0.03 0.14 

FORESHORE 0.06 0.12 0.07 0.13 

Berm Flooding 

P9A 

TOTAL 0.05 0.45 0.02 0.07 

FORESHORE 0.11 0.34 0.07 0.14 

BAR 0.10 0.46 0.02 0.03 

PDA1 
TOTAL 0.06 1.10 0.03 0.37 

ACTIVE 0.09 0.95 0.05 0.33 

Seawall 

P7A 

TOTAL 0.06 4.65 0.03 1.29 

FORESHORE 0.05 1.54 0.04 1.02 

BAR 0.12 8.52 0.05 1.60 

P7B 

TOTAL 0.08 2.53 0.04 0.71 

FORESHORE 0.06 1.58 0.04 0.89 

BAR 0.14 2.50 0.07 0.63 

P7C 

TOTAL 0.03 1.43 0.02 0.64 

FORESHORE 0.03 0.57 0.02 0.34 

BAR 0.06 5.34 0.03 1.83 

P7D 

TOTAL 0.11 3.63 0.06 0.94 

FORESHORE 0.07 1.87 0.05 0.80 

BAR 0.19 4.48 0.09 1.00 
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Table A2 (Concluded) 

Case Profile Range 

Default Calibrated 

RMS Residual RMS Residual 

Seawall (continued) 

P8A1 

TOTAL 0.10 0.91 0.08 0.80 

FORESHORE 0.16 0.79 0.03 1.09 

BAR 0.11 1.14 0.10 0.93 

P8A2 

TOTAL 0.08 0.80 0.08 0.78 

FORESHORE 0.03 1.59 0.03 1.45 

BAR 0.14 0.78 0.14 0.76 

PCA 
TOTAL 0.06 1.70 0.03 0.57 

ACTIVE 0.08 1.72 0.05 0.57 

Narrow-Crested Mound 

PJA 

TOTAL 0.11 1.27 0.08 0.57 

FORESHORE 0.10 2.24 0.04 0.46 

MOUND 0.16 1.01 0.13 0.69 

PJC 

TOTAL 0.11 1.84 0.12 2.28 

FORESHORE 0.12 3.38 0.15 4.91 

MOUND 0.12 1.22 0.12 1.22 

Broad-Crested Mound 

PKA 

TOTAL 0.17 2.45 0.13 1.40 

FORESHORE 0.11 19.10 0.08 0.60 

MOUND 0.23 2.01 0.18 1.16 

PKC 

TOTAL 0.12 1.52 0.14 2.29 

FORESHORE 0.06 1.52 0.13 7.76 

MOUND 0.17 1.52 0.17 1.59 
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Random Wave Cases 
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Figure A1.   Result of default simulation, SUPERTANK case P1A 
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Figure A2.   Result of calibrated simulation, SUPERTANK case P1A 
(model calibrated to case P5A) 
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Figure A3.   Result of default simulation, SUPERTANK case P1D 
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Figure A4.  Result of calibrated simulation, SUPERTANK case P1D 
(model calibrated to case P5A) 
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Figure A5.   Result of default simulation, SUPERTANK case P1E1 
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Figure A6.   Result of calibrated simulation, SUPERTANK case P1E1 
(model calibrated to case P5A) 
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Figure A7.   Result of default simulation, SUPERTANK case P1F 
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Figure A8.   Result of calibrated simulation, SUPERTANK case P1F 
(model calibrated to case P5A) 
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Figure A9.   Result of default simulation, SUPERTANK case P2B7 
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Figure A10.   Result of calibrated simulation, SUPERTANK case P2B7 
(model calibrated to case P5A) 
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Figure A11.   Result of default simulation, SUPERTANK case P5A 
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Figure A12.   Result of calibrated simulation, SUPERTANK case P5A 
(model calibrated to case P5A) 
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Figure A13.   Result of default simulation, SUPERTANK case P6A 
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Figure A14.   Result of calibrated simulation, SUPERTANK case P6A 
(model calibrated to case P5A) 
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Figure A15.   Result of default simulation, SUPERTANK case PAA 

SUPERTANK 
Case PAA 

1.5 

1 

c   0.5 

Initial Profile 

Final Profile 

Calculated 

W -0.5 

-1 

\1JV .. /-..        \ 

:    ^-^__ 

-1.5 i      ,      i      i      i       i 

D                         5                         10                       15                       2 

Distance from Baseline, m 
0                     25 

Figure A16.   Result of calibrated simulation, SUPERTANK case PAA 
(model calibrated to case P5A) 
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Figure A17.   Result of default simulation, SUPERTANK case P9A 
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Figure Al 8.   Result of calibrated simulation, SUPERTANK case P9A 
(model calibrated to case P5A) 
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Figure A19.  Result of default simulation, SUPERTANK case PDA1 
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Figure A20.   Result of calibrated simulation, SUPERTANK case PDA1 
(model calibrated to case P5A) 
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Figure A21.   Result of default simulation, SUPERTANK case P7A 
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Figure A22.   Result of calibrated simulation, SUPERTANK case P7A 
(model calibrated to case P5A) 
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Figure A23.   Result of default simulation, SUPERTANK case P7B 
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Figure A24.   Result of calibrated simulation, SUPERTANK case P7B 
(model calibrated to case P5A) 
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Figure A25.   Result of default simulation, SUPERTANK case P7C 
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Figure A26.   Result of calibrated simulation, SUPERTANK case P7C 
(model calibrated to case P5A) 
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Figure A27.   Result of default simulation, SUPERTANK case P7D 
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Figure A28.   Result of calibrated simulation, SUPERTANK case P7D 
(model calibrated to case P5A) 
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Figure A29.   Result of default simulation, SUPERTANK case P8A1 

A24 

SUPERTANK 
Case P8A1 

10 20 30 

Distance from Baseline, m 

Figure A30.   Result of calibrated simulation, SUPERTANK case P8A1 
(model calibrated to case P5A) 
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Figure A31.   Result of default simulation, SUPERTANK case PCA 
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Figure A32.   Result of calibrated simulation, SUPERTANK case PCA 
(model calibrated to case P5A) 
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Figure A33.   Result of default simulation, SUPERTANK case PJA 
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Figure A34.   Result of calibrated simulation, SUPERTANK case PJA 
(model calibrated to case P5A) 
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Figure A35.   Result of default simulation, SUPERTANK case PKA 
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Figure A36.   Result of calibrated simulation, SUPERTANK case PKA 
(model calibrated to case P5A) 
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Monochromatic Wave Cases 
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Figure A37.   Result of default simulation, SUPERTANK case P1E2 
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Figure A38.   Result of calibrated simulation, SUPERTANK case P1E2 
(model calibrated to case P5A) 
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Figure A39.   Result of calibrated simulation, SUPERTANK case P1E2 
(model calibrated to case PGA) 
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Figure A40.   Result of default simulation, SUPERTANK case PGA 
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Figure A41.  Result of calibrated simulation, SUPERTANK case PGA 
(model calibrated to case P5A) 
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Figure A42.  Result of calibrated simulation, SUPERTANK case PGA 
(model calibrated to case PGA) 
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Figure A43.   Result of default simulation, SUPERTANK case P8A2 
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Figure A44.   Result of calibrated simulation, SUPERTANK case P8A2 
(model calibrated to case P5A) 

Appendix A   Simulation Results for SUPERTANK Case Studies 



1.5 

1 

0.5 

SUPERTANK 
Case P8A2 

10 20 30 
Distance from Baseline, m 

Initial Profile 

Final Profile 

Calculated 

Figure A45.   Result of calibrated simulation, SUPERTANK case P8A2 
(model calibrated to case PGA) 
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Figure A46.   Result of default simulation, SUPERTANK case PJC 
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Figure A47.   Result of calibrated simulation, SUPERTANK case PJC 
(model calibrated to case P5A) 
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Figure A48.   Result of calibrated simulation, SUPERTANK case PJC 
(model calibrated to case PGA) 
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Figure A49.   Result of default simulation, SUPERTANK case PKC 
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Figure A50.   Result of calibrated simulation, SUPERTANK case PKC 
(model calibrated to case P5A) 
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Figure A51.  Result of calibrated simulation, SUPERTANK case PKC 
(model calibrated to case PGA) 
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Figure B1.   Result of default simulation of the Halloween storm for 
profile 37, Ocean City, MD 
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Figure B2.   Result of calibrated simulation of the Halloween storm for 
profile 37, Ocean City, MD (model calibrated to case OJ81) 
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Figure B3.   Result of default simulation of the Halloween storm for 
profile 45, Ocean City, MD 
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Figure B4.   Result of calibrated simulation of the Halloween storm for 
profile 45, Ocean City, MD (model calibrated to case OJ81] 
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Figure B5.   Result of default simulation of the Halloween storm for 
profile 56, Ocean City, MD 
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Figure B6.   Result of calibrated simulation of the Halloween storm for 
profile 56, Ocean City, MD (model calibrated to case OJ81) 
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Figure B7.   Result of default simulation of the Halloween storm for 
profile 63, Ocean City, MD 
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Figure B8.   Result of calibrated simulation of the Halloween storm for 
profile 63, Ocean City, MD (model calibrated to case OJ81) 
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Figure B9.   Result of default simulation of the Halloween storm for 
profile 74, Ocean City, MD 
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Figure B10.   Result of calibrated simulation of the Halloween storm for 
profile 74, Ocean City, MD (model calibrated to case OJ81) 
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Figure B11.  Result of default simulation of the Halloween storm for 
profile 103, Ocean City, MD 
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Figure B12.   Result of calibrated simulation of the Halloween storm for 
profile 103, Ocean City, MD (model calibrated to case OJ81) 
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Figure B13.   Result of default simulation of the NJ storm series for 
profile 37, Ocean City, MD 

10 

Q     5 
> 

g 

1 
UJ    "5 

-10 

Ocean City, MD 
Profile NJ37-Calibrated 

- 

Pre-storm: 2 NOV 91 

Post-storm: 11 JAN 92 

Calculated 

Vv..^ 

i              ,             i             ,             i             ,             i 

100 200 

Distance from Baseline, m 
300 

B10 

Figure B14.   Result of calibrated simulation of the NJ storm series for 
profile 37, Ocean City, MD (model calibrated to case OJ81) 
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Figure B15.   Result of default simulation of the NJ storm series for 
profile 45, Ocean City, MD 
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Figure B16.  Result of calibrated simulation of the NJ storm series for 
profile 45, Ocean City, MD (model calibrated to case OJ81) 
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Figure B17.   Result of default simulation of the NJ storm series for 
profile 56, Ocean City, MD 
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Figure B18.   Result of calibrated simulation of the NJ storm series for 
profile 56, Ocean City, MD (model calibrated to case OJ81) 
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Figure B19.   Result of default simulation of the NJ storm series for 
profile 63, Ocean City, MD 
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Figure B20.   Result of calibrated simulation of the NJ storm series for 
profile 63, Ocean City, MD (model calibrated to case OJ81) 
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Figure B21.   Result of default simulation of the NJ storm series for 
profile 74, Ocean City, MD 
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Figure B22.   Result of calibrated simulation of the NJ storm series for 
profile 74, Ocean City, MD (model calibrated to case OJ81) 
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Figure B23.  Result of default simulation of the NJ storm series for 
profile 103, Ocean City, MD 
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Figure B24.  Result of calibrated simulation of the NJ storm series for 
profile 103, Ocean City, MD (model calibrated to case OJ81) 
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Figure B25.   Result of default simulation of the OJ storm series for 
profile 52, Ocean City, MD 
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Figure B26.   Result of calibrated simulation of the OJ storm series for 
profile 52, Ocean City, MD (model calibrated to case OJ81) 
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Figure B27.   Result of default simulation of the OJ storm series for 
profile 81, Ocean City, MD 
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Figure B28.   Result of calibrated simulation of the OJ storm series for 
profile 81, Ocean City, MD (model calibrated to case OJ81) 
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Figure B29.   Result of default simulation of the OJ storm series for 
profile 86, Ocean City, MD 
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Figure B30.  Result of calibrated simulation of the OJ storm series for 
profile 86, Ocean City, MD (model calibrated to case OJ81) 
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Figure B31.   Result of default simulation of the OJ storm series for 
profile 92, Ocean City, MD 

10 

-10 

Ocean City, MD 
Profile OJ92-Calibrated 

Pre-storm: 26 JUN 91 

Post-storm: 11 JAN 92 

Calculated 

100 200 

Distance from Baseline, m 
300 

Figure B32.   Result of calibrated simulation of the OJ storm series for 
profile 92, Ocean City, MD (model calibrated to case OJ81) 
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Figure B33.   Result of default simulation of the March 1984 storm for 
profile M1, Manasquan, NJ 
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Figure B34.   Result of calibrated simulation of the March 1984 storm for 
profile M1, Manasquan, NJ (model calibrated to case M5) 
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Figure B35.   Result of default simulation of the March 1984 storm for 
profile M2, Manasquan, NJ 

10 

Manasquan 
Profile M2-Calibrated 

Pre-storm: 26 MAR 84 

Post-storm: 3 APR 84 

Calculated 

200 300 

Distance from Baseline, m 
500 

Figure B36.   Result of calibrated simulation of the March 1984 storm for 
profile M2, Manasquan, NJ (model calibrated to case M5) 
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Figure B37.   Result of default simulation of the March 1984 storm for 
profile M3, Manasquan, NJ 
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Figure B38.   Result of calibrated simulation of the March 1984 storm for 
profile M3, Manasquan, NJ (model calibrated to case M5) 
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Figure B39.   Result of default simulation of the March 1984 storm for 
profile M4, Manasquan, NJ 
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Figure B40.  Result of calibrated simulation of the March 1984 storm for 
profile M4, Manasquan, NJ (model calibrated to case M5) 
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Figure B41.   Result of default simulation of the March 1984 storm for 
profile M5, Manasquan, NJ 
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Figure B42.   Result of calibrated simulation of the March 1984 storm for 
profile M5, Manasquan, NJ (model calibrated to case M5) 
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Figure B43.   Result of default simulation of the March 1984 storm for 
profile M6, Manasquan, NJ 
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Figure B44.   Result of calibrated simulation of the March 1984 storm for 
profile M6, Manasquan, NJ (model calibrated to case M5) 
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Figure B45.   Result of default simulation of the March 1984 storm for 
profile M7, Manasquan, NJ 
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Figure B46.   Result of calibrated simulation of the March 1984 storm for 
profile M7, Manasquan, NJ (model calibrated to case M5) 
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Figure B47.   Result of default simulation of the March 1984 storm for 
profile M8, Manasquan, NJ 
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Figure B48.   Result of calibrated simulation of the March 1984 storm for 
profile M8, Manasquan, NJ (model calibrated to case M5) 

Appendix B   Simulation Results for Field Case Studies 
B29 



E
le

va
tio

n,
 m

 (
N

G
VD

) 
o

   
   

   
   

   
   

  c
n 

  
   

   
   

   
   

 o
   

   
   

   
   

   
 0

1 
   

   
   

   
   

   
 o

 

Manasquan 
Profile M9-Default 

^A 

Pre-storm: 26 MAR 84 

Post-storm: 3 APR 84 

Calculated 

1,1,1,1,    ~~^- 

)                        100                      200                     300 

Distance from Baseline, i 
400                      500 

Tl 

Figure B49.   Result of default simulation of the March 1984 storm for 
profile M9, Manasquan, NJ 
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Figure B50.   Result of calibrated simulation of the March 1984 storm for 
profile M9, Manasquan, NJ (model calibrated to case M5) 
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Figure B51.   Result of default simulation of the March 1984 storm for 
profile P1, Point Pleasant Beach, NJ 
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Figure B52.  Result of calibrated simulation of the March 1984 storm for 
profile P1, Point Pleasant Beach, NJ (model calibrated to 
case M5) 
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Figure B53.   Result of default simulation of the March 1984 storm for 
profile P2, Point Pleasant Beach, NJ 
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Figure B54.   Result of calibrated simulation of the March 1984 storm,for 
profile P2, Point Pleasant Beach, NJ (model calibrated to 
case M5) 
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Figure B55.   Result of default simulation of the March 1984 storm for 
profile P3, Point Pleasant Beach, NJ 
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Figure B56.   Result of calibrated simulation of the March 1984 storm for 
profile P3, Point Pleasant Beach, NJ (model calibrated to 
case M5) 
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Figure B57.   Result of default simulation of the March 1984 storm for 
profile P4, Point Pleasant Beach, NJ 
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Figure B58.   Result of calibrated simulation of the March 1984 storm for 
profile P4, Point Pleasant Beach, NJ (model calibrated to 
case M5) 
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Figure B59.   Result of default simulation of the March 1984 storm for 
profile P5, Point Pleasant Beach, NJ 
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Figure B60.   Result of calibrated simulation of the March 1984 storm for 
profile P5, Point Pleasant Beach, NJ (model calibrated to 

case M5) 
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Figure B61.   Result of default simulation of the March 1984 storm for 
profile P6, Point Pleasant Beach, NJ 
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Figure B62.   Result of calibrated simulation of the March 1984 storm for 
profile P6, Point Pleasant Beach, NJ (model calibrated to 
case M5) 
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Figure B63.   Result of default simulation of the March 1984 storm for 
profile P7, Point Pleasant Beach, NJ 
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Figure B64.   Result of calibrated simulation of the March 1984 storm for 
profile P7, Point Pleasant Beach, NJ (model calibrated to 
case M5) 
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Figure B65.   Result of default simulation of the March 1984 storm for 
profile P8, Point Pleasant Beach, NJ 
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Figure B66.   Result of calibrated simulation of the March 1984 storm for 
profile P8, Point Pleasant Beach, NJ (model calibrated to 
case M5) 
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Figure B67.   Result of default simulation of the December 1992 storm for 
profile 100, Dewey Beach, DE 
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Figure B68.   Result of calibrated simulation of the December 1992 storm for 
profile 100, Dewey Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure B69.  Result of default simulation of the December 1992 storm for 
profile 115, Dewey Beach, DE 
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Figure B70.  Result of calibrated simulation of the December 1992 storm for 
profile 115, Dewey Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure B71.   Result of default simulation of the December 1992 storm for 
profile 125, Dewey Beach, DE 
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Figure B72.   Result of calibrated simulation of the December 1992 storm for 
profile 125, Dewey Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure B73.   Result of default simulation of the December 1992 storm for 
profile 140, Dewey Beach, DE 
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Figure B74.   Result of calibrated simulation of the December 1992 storm for 
profile 140, Dewey Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure B75.   Result of default simulation of the December 1992 storm for 
profile 210, Dewey Beach, DE 
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Figure B76.   Result of calibrated simulation of the December 1992 storm for 
profile 210, Dewey Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure B77.   Result of default simulation of the December 1992 storm for 
profile 220, Dewey Beach, DE 
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Figure B78.   Result of calibrated simulation of the December 1992 storm for 
profile 220, Dewey Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure B79.   Result of default simulation of the December 1992 storm for 
profile 240, Dewey Beach, DE 
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Figure B80.   Result of calibrated simulation of the December 1992 storm for 
profile 240, Dewey Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure B81.  Result of default simulation of the December 1992 storm for 
profile 117, Rehoboth Beach, DE 
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Figure B82.  Result of calibrated simulation of the December 1992 storm for 
profile 117, Rehoboth Beach, DE (model calibrated to Dewey 

Beach case 140) 
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Figure B83.   Result of default simulation of the December 1992 storm for 
profile 122, Rehoboth Beach, DE 
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Figure B84.   Result of calibrated simulation of the December 1992 storm for 
profile 122, Rehoboth Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure B85.   Result of default simulation of the December 1992 storm for 
profile 131, Rehoboth Beach, DE 
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Figure B86.   Result of calibrated simulation of the December 1992 storm for 
profile 131, Rehoboth Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure B87.   Result of default simulation of the December 1992 storm for 
profile 138, Rehoboth Beach, DE 
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Figure B88.   Result of calibrated simulation of the December 1992 storm for 
profile 138, Rehoboth Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure B89.   Result of default simulation of the December 1992 storm for 
profile 200, Rehoboth Beach, DE 
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Figure B90.   Result of calibrated simulation of the December 1992 storm for 
profile 200, Rehoboth Beach, DE (model calibrated to Dewey 

Beach case 140) 

Appendix B   Simulation Results for Field Case Studies 
B51 



10 

> 
ü 

c 
g 

1 
0 

LU -5 

-10 
-50 

Rehoboth Beach 
Profile 214-Default 

\ V 

Pre-storm: 29 OCT 92 

Post-storm: 18 DEC 92 

Calculated 

:           x^\ 

               I       .       I       .       I 

50 100 150 200 

Distance from Baseline, m 
250 300 

Figure B91.   Result of default simulation of the December 1992 storm for 
profile 214, Rehoboth Beach, DE 
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Figure B92.   Result of calibrated simulation of the December 1992 storm for 
profile 214, Rehoboth Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure B93.   Result of default simulation of the December 1992 storm for 
profile 224, Rehoboth Beach, DE 
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Figure B94.   Result of calibrated simulation of the December 1992 storm for 
profile 224, Rehoboth Beach, DE (model calibrated to Dewey 

Beach case 140) 
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Figure B95.   Result of default simulation of the December 1992 storm for 
profile 236, Rehoboth Beach, DE 
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Figure B96.   Result of calibrated simulation of the December 1992 storm for 
profile 236, Rehoboth Beach, DE (model calibrated to Dewey 
Beach case 140) 
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Figure 97.   Result of default simulation of Hurricane Hugo, 
Debidue Beach, SC 
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Figure 98.   Result of calibrated simulation of Hurricane Hugo, 
Debidue Beach, SC 
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Figure 99.   Result of default simulation of Hurricane Hugo, 
Myrtle Beach, SC 

Figure 100.   Result of calibrated simulation of Hurricane Hugo, 
Myrtle Beach, SC 
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Appendix C 
Notation 

B, Empirical coefficient 

B2 Empirical coefficient 

B3 Empirical coefficient 

B, Empirical coefficient 

C Wave phase speed 

cD Wind drag coefficient 

cs 
Wave group speed 

c *-go Wave group speed in deep water 

Cgoff Wave group speed at x^ 

c ^gsm Wave group speed at xsm 

c0 Wave phase speed in deep water 

d Total water depth 

ddc Depth of bore at dune crest 

ds 
Water depth at xs 

dsm Smallest depth seaward of studied point 

D Wave energy dissipation per unit water volume 

A, Equilibrium wave energy dissipation per unit water volume 

A Wave energy dissipation per unit water volume of individual wave i 

D50 Median sediment grain size 

DFS Depth of the foreshore 

f Friction coefficient 

fs Ratio of significant wave height to rms wave height for unbroken 
waves 
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J slope 

1 stab 

P 
A stabs 

P 
* stab,o 

FQ 

8 

h 

H 

H, bo 

H, off 

Hm 

us 

Hst 

Hus 

Ratio of local beach slope to representative foreshore slope 

Energy flux of individual wave i 

Energy flux based on rms wave height 

Energy flux based on rms wave height at x0 

Energy flux based on significant wave height 

Stable energy flux 

Stable energy flux based on rms wave height 

Stable energy flux based on significant wave height 

Stable energy flux based on rms wave height at x0 

Wave height distribution function 

Acceleration of gravity 

Still-water depth 

Wave height 

Breaking wave height 

Breaking wave height transformed to deep water 

Wave height of individual wave i 

rms wave height of broken waves 

rms wave height of nonbroken waves 

Deepwater wave height 

Critical deepwater wave height separating erosion and accretion 

rms wave height at xoff 

rms wave height of reformed waves 

rms wave height 

Deepwater rms wave height 

Significant wave height 

Stable wave height 

Threshold wave height greater than 2/3 of unbroken waves 

rms wave height of unbroken waves 

Significant wave height of unbroken waves 

rms wave height ignoring wave breaking 

rms wave height at xsm ignoring wave breaking 
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i Integer number 

j Integer number 

K Sand transport rate coefficient 

L Wavelength 

L0 Deepwater wavelength 

m. Empirical coefficient 

m Number of broken waves 

ma Number of broken waves which are accretionary 

me Number of broken waves which are erosional 

mfi Constant foreshore slope 

M Transport direction coefficient 

n Number of nonbroken waves 

ns Number of grid cells shoreward of studied point 

N Number of waves 

Np Number of points across profile 

p() Probability density of wave height distribution 

q Cross-shore transport rate 

qb Transport rate at wave breakpoint 

qbj Transport rate at wave breakpoint for individual wave i 

qbj Transport rate at wave breakpoint located at cell j 

qdc Transport rate at dune crest 

qi Transport rate for individual wave i 

qp Transport rate at wave plunge point 

qs Transport rate at shoreward boundary of surf zone 

r Number of reformed waves 

Res Residual parameter 

RMS rms difference between measured and calculated profiles 

S„ Cross-shore component of radiation stress 

T Wave period 

Tp Wave period 

u Number of unbroken waves 

ub Velocity of bore front 
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ubs Velocity of bore at xs 

udc Velocity of bore at dune crest 

us Time-averaged velocity in the swash 

Vr Profile volume above still-water level traversed by runup 

w Sediment fall speed 

W Wind velocity 

x Cross-shore coordinate 

xb Location of wave breakpoint 

xbi Location of wave breakpoint for individual wave i 

xbj Location of wave breakpoint at cell j 

xdc Location of dune crest 

x0 Location where wave re-formation starts 

xoff Offshore location where wave breaking is negligible 

xp Location of wave plunge point 

xr Location of runup limit 

xr, Location of runup limit on hypothetical constant foreshore slope 

xs Location of shoreward boundary of surf zone 

xsm Location of smallest depth seaward of studied point 

xml Location where still-water level intersects beach profile 

yc Calculated final profile elevation 

yt Initial profile elevation 

ym Measured final profile elevation 

ZR Limit of runup 

a Fraction of broken waves 

asm Fraction of broken waves at xsm 

a0 Fraction of broken waves at x0 

ß Fraction of unbroken waves 

tan/3; Local beach slope 

tan/3,, Representative foreshore slope 

tan/3, Beach slope at xs 

yb Ratio between wave height and water depth at breaking 
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r Stable wave height coefficient 

5a 
Fraction of broken waves which are accretionary 

8e Fraction of broken waves which are erosional 

Acxj Increase in fraction of broken waves at celly 

Ah Elevation difference between center of bore at x5 and studied point on 
foreshore 

e Slope-related transport coefficient 

V Wave setup and water level displacement 

e Wave angle 

Ooff Wave angle at x^ 

Qsm Wave angle at xsm 

K Wave energy decay coefficient 

X Wave re-formation coefficient 

\ Transport rate decay coefficient for individual wave i 

\ 
Transport rate decay coefficient for wave with breakpoint at cell; 

X, Transport rate decay coefficient seaward of wave breaking 

X2 Transport rate decay coefficient in breaker transition zone 

H Fraction of re-formed waves 

fi0 Fraction of re-formed waves at x0 

% Transport direction function for random waves 

p Density of water 

pa Density of air 

rb Time-averaged bottom shear stress 

a Wind direction 
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sign alternatives and analyzing data to develop an understanding of coastal processes. The Storm-induced BEAch 
CHange (SBEACH) numerical model is an engineering tool for simulating beach profile evolution in response to 
storms. This report, the fourth in a series describing the development of SBEACH, describes recent model enhance- 
ments developed to improve calculation of sediment transport under random waves. A comprehensive evaluation of 
model capabilities in predicting beach and dune erosion is presented using high-quality laboratory and field data of 

beach profile change. 
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